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#### Abstract

An asymptotic version of Poincare's lemma is defined and solutions are obtained with the calculus of exterior differential forms. They are used to construct the asymptotic approximations of multidimensional oscillatory integrals whose forms are commonly encountered, for example, in electromagnetic problems. In particular, the boundary and stationary point evaluations of these integrals are considered. The former is applied to the Kirchhoff representation of a scalar field diffracted through an aperture and simply recovers the Maggi-Rubinowicz-Miyamoto-Wolf results. Asymptotic approximations in the presence of other (standard) critical points are also discussed. Techniques developed for the asymptotic Poincaré lemma are used to generate a general representation of the Leray form. All of the (differential form) expressions presented are generalizations of known (vector calculus) results.


1. Introduction. Multidimensional integrals are encountered in many areas of physics and engineering. A combination of Poincare's lemma and Stokes' theorem provides a means of reducing a multidimensional integral to a lower dimensional form, hence, constitutes an appealing approach to its evaluation. However, the expressions that represent solutions of Poincarés lemma are cumbersome and often difficult to evaluate explicitly. Furthermore, in many practical problems (for instance, in electromagnetics at high frequencies) a large parameter is present and an asymptotic approximation of these integrals is quite adequate. An asymptotic version of Poincare's lemma whose solutions are readily computed would render the Poincaré-Stokes approach very tractable in these cases.

In §2 the asymptotic Poincaré lemma (APL) is formulated, and its solutions are derived with the calculus of exterior differential forms [1]-[3]. (All differential form notation concurs with that defined in [1].) These results are utilized in $\S \S 3,4$ to construct, respectively, the boundary and stationary point approximations of a multidimensional oscillatory integral. The resultant differential form representations encompass the standard vector expressions given, for instance, in [4] and [5]. The boundary point technique is applied in $\S 3$ to the Kirchhoff representation of the diffraction of a scalar field by an aperture in a perfectly conducting screen. The Maggi-Rubinowicz-Miyamoto-Wolf expressions [6]-[8] and their properties are recovered. Several other critical point contributions are also considered in §4. The Leray form [9] is constructed in an appendix with the APL method of solution. This form is utilized in the asymptotic approach given in [10]. The results of this paper are summarized in $\S 5$.
2. Asymptotic Poincaré lemma. Consider on the domain $X$, a set diffeomorphic to some open set in $\Re^{n}$, a $p$-form of the type

$$
\begin{equation*}
e^{\nu \mathrm{\Gamma}} \boldsymbol{\beta}, \tag{2.1}
\end{equation*}
$$

where over $X$ the phase function $\Gamma$ is smooth and real-valued and the amplitude $p$-form $\beta$ is smooth and complex-valued. The constant $\nu$ equals $i k$, where $k$ is a large real

[^0]parameter. For electromagnetic (quantum mechanical) problems $k$ is $2 \pi$ divided by the wavelength $\lambda: k=2 \pi / \lambda\left(k=2 \pi / h\right.$, where $h$ is Planck's constant). A ( $p-1$ )-form, $e^{\nu \Gamma} \alpha$, of the same type as (2.1) is desired such that
\[

$$
\begin{equation*}
d\left(e^{\nu \Gamma} \alpha\right)=e^{\nu \Gamma} \beta . \tag{2.2}
\end{equation*}
$$

\]

From Poincare's lemma [1]-[3] it is known that a solution, $e^{\nu \Gamma} \alpha$, of (2.2) can exist only if the $p$-form $e^{\nu \Gamma} \beta$ is closed, i.e., only if

$$
\begin{equation*}
d\left(e^{\nu \Gamma} \beta\right)=e^{\nu \Gamma}(\nu \kappa+d) \beta=0, \tag{2.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\kappa=d \Gamma \tag{2.4}
\end{equation*}
$$

(Obviously,

$$
\begin{equation*}
d \kappa=0 \tag{2.5}
\end{equation*}
$$

hence, $\kappa$ is closed.) Condition (2.3) is satisfied if

$$
\begin{equation*}
(\kappa+D) \beta=0, \tag{2.6}
\end{equation*}
$$

where

$$
\begin{equation*}
D=\nu^{-1} d \tag{2.7}
\end{equation*}
$$

On the other hand, because

$$
\begin{equation*}
D\left(e^{\nu \Gamma} \alpha\right)=e^{\nu \Gamma}(\kappa+D) \alpha, \tag{2.8}
\end{equation*}
$$

(2.2) is equivalently represented as

$$
\begin{equation*}
\nu(\kappa+D) \alpha=\beta . \tag{2.9}
\end{equation*}
$$

An asymptotic solution, $\alpha$, of (2.9), when condition (2.6) is satisfied asymptotically, is constructed as follows. The result will be an asymptotic solution of Poincare's lemma.

Consider a differential $p$-form of the type (2.1) when $\beta$ has an asymptotic expansion

$$
\begin{equation*}
e^{\nu \Gamma} \beta=e^{\nu \Gamma}\left(\beta_{0}+\nu^{-1} \beta_{1}+\nu^{-2} \beta_{2}+\cdots\right), \tag{2.10}
\end{equation*}
$$

where the $\beta_{j}$ are $p$-forms. It is asymptotically closed to range $m$ if the expression

$$
\begin{equation*}
(\kappa+D) \beta=(\kappa+D)\left(\beta_{0}+\nu^{-1} \beta_{1}+\nu^{-2} \beta_{2}+\cdots\right) \tag{2.11}
\end{equation*}
$$

has its first $(m+1)$ terms (ordered in decreasing powers of $\nu$ ) equal to zero; i.e., if the ( $m+1$ ) equations

$$
\begin{align*}
& \kappa \beta_{0}=0,  \tag{2.12}\\
& \kappa \beta_{1}+d \beta_{0}=0, \\
& \cdots \\
& \kappa \beta_{m}+d \beta_{m-1}=0
\end{align*}
$$

are satisfied. When these conditions hold, it is possible to find a ( $p-1$ )-form with an asymptotic expansion of a similar type

$$
\begin{equation*}
e^{\nu \Gamma} \alpha=\nu^{-1} e^{\nu \Gamma}\left(\alpha_{0}+\nu^{-1} \alpha_{1}+\nu^{-2} \alpha_{2}+\cdots\right), \tag{2.13}
\end{equation*}
$$

such that the first ( $m+1$ ) terms of $d\left(e^{\nu \Gamma} \boldsymbol{\alpha}\right)$ reproduce the first ( $m+1$ ) terms of $e^{\nu \Gamma} \beta$. This means an $\alpha$ can be found so that

$$
\begin{align*}
& \kappa \alpha_{0}=\beta_{0}  \tag{2.14}\\
& \kappa \alpha_{1}+d \alpha_{0}=\beta_{1} \\
& \ldots \\
& \kappa \alpha_{m}+d \alpha_{m-1}=\beta_{m} .
\end{align*}
$$

The resulting $(p-1)$-form $\alpha$, limited to terms of degree not greater than $(m+1)$ in $\nu^{-1}$,

$$
\begin{equation*}
\alpha=\nu^{-1} \sum_{j=0}^{m} \nu^{-j} \boldsymbol{\alpha}_{j} \tag{2.15}
\end{equation*}
$$

is an m-th range asymptotic solution of Poincaré's lemma.
The relations (2.12) and (2.14), which specify an $m$ th range asymptotic solution of Poincare's lemma, are represented by the flow diagram given in Fig. 1. Each location is the sum of the contributions indicated by the arrows leading to it. The operator $\hat{\kappa}$ represents the exterior product by $\kappa$ from the left:

$$
\begin{equation*}
\hat{\kappa}: \alpha \mapsto \kappa \alpha . \tag{2.16}
\end{equation*}
$$

The fact that the equations at the $(p+1)$-form level are satisfied results from the identity

$$
\begin{equation*}
d \circ \hat{\kappa}+\hat{\kappa} \circ d=0, \tag{2.17}
\end{equation*}
$$

a consequence of $\kappa$ being closed and the Leibnitz derivative rule [1, (H.16)].


Fig. 1. Relations that specify an asymptotic solution of Poincare's lemma.
Note that the expression (2.11) is automatically zero to any range if $\beta$ is an $n$-form. Also, if the expression (2.10) consists of only the first term $e^{\nu \Gamma} \beta_{0}$; i.e., if $\beta=\beta_{0}$ and all other $\beta_{j}=0$, from (2.12) the terms of the expansion (2.13) of $\alpha$ are defined by the set of equations

$$
\begin{equation*}
\kappa \alpha_{0}=\beta, \quad \kappa \alpha_{j}=-d \alpha_{j-1}, \quad \text { for } 1 \leq j \leq m . \tag{2.18}
\end{equation*}
$$

A solution of the system (2.14) when the conditions (2.12) are satisfied is based on the solution of an equation of the type

$$
\begin{equation*}
\kappa \alpha=\beta, \tag{2.19}
\end{equation*}
$$

where the one-form $\kappa$ and the $p$-form $\beta$ are given and the $(p-1)$-form $\alpha$ is to be found. Its solution may be considered as a division of $\beta$ by $\kappa$. Here $\alpha$ represents $\alpha_{0}, \alpha_{1}, \cdots, \alpha_{m}$ and correspondingly, $\beta$ represents $\beta_{0}, \beta_{1}-d \alpha_{0}, \cdots, \beta_{m}-d \alpha_{m-1}$. Multiplying (2.19) from the left by $\kappa$, one sees that a necessary condition for a solution to exist is that

$$
\begin{equation*}
\kappa \beta=0 . \tag{2.20}
\end{equation*}
$$

Note that (2.19) and (2.20) are, respectively, the asymptotic ( $k$ large) approximations of (2.9) and (2.6). If $\kappa \neq 0$, let the one-form $K$ be

$$
\begin{equation*}
K=\left(\kappa^{*} \kappa\right)^{-1} \kappa \equiv(\kappa \cdot \kappa)^{-1} \kappa=|\kappa|^{-2} \kappa . \tag{2.21}
\end{equation*}
$$

The definitions of the star operator $*$ and the scalar product operation $\cdot$ are taken to be those given, respectively, in [1, Appendices E, F]. With (2.16) the operator "exterior product from the left by $K$ " is simply

$$
\begin{equation*}
\hat{K}=(\kappa \cdot \kappa)^{-1} \hat{\kappa} . \tag{2.22a}
\end{equation*}
$$

It is an operator of degree +1 . Its adjoint, $K^{*}$, is the operator of degree -1 that equals

$$
\begin{equation*}
K^{*}=-*^{-1} \hat{K} *(-1)^{p}=(\kappa \cdot \kappa)^{-1}\left[-*^{-1} \hat{\kappa} *(-1)^{p}\right] \equiv(\kappa \cdot \kappa)^{-1} \kappa^{*}, \tag{2.22b}
\end{equation*}
$$

when acting on a $p$-form. Applied to $\beta$ it gives the $(p-1)$-form

$$
\begin{equation*}
K^{*} \beta=(\kappa \cdot \kappa)^{-1} \kappa^{*} \beta=\xi, \tag{2.23}
\end{equation*}
$$

which is a solution of (2.19).
Proof. The operator $\kappa^{*}$ satisfies the derivative property:

$$
\begin{equation*}
\kappa^{*}(\kappa \beta)=\left(\kappa^{*} \kappa\right) \beta-\kappa\left(\kappa^{*} \beta\right), \tag{2.24}
\end{equation*}
$$

hence, the equivalent relation:

$$
\begin{equation*}
K^{*} \circ \hat{\kappa}+\hat{\kappa} \circ K^{*}=\mathrm{id}, \tag{2.25}
\end{equation*}
$$

where id represents the identity operator. Consequently, (2.20) and (2.24) yield

$$
\begin{equation*}
\kappa\left(\kappa^{*} \beta\right)=\left(\kappa^{*} \kappa\right) \beta=(\kappa \cdot \kappa) \beta, \tag{2.26}
\end{equation*}
$$

hence,

$$
\begin{equation*}
\boldsymbol{\kappa} \xi=(\kappa \cdot \kappa)^{-1} \kappa\left(\kappa^{*} \beta\right)=(\kappa \cdot \kappa)^{-1}(\kappa \cdot \kappa) \beta=\beta . \tag{2.27}
\end{equation*}
$$

The operator $K^{*}$ is a (right) inverse of $\hat{\kappa}$, the operator product by $\kappa$; the solution $\xi$ is an element of the kernel of $\kappa^{*}: \kappa^{*} \xi=0$; i.e., $\kappa^{*} \kappa^{*} \equiv 0$. An interesting application of this inversion algorithm, the construction of the Leray form [9, §3.1], is given in Appendix A. The condition $\kappa \neq 0$ is satisfied except at those points in $X$ at which the phase function $\Gamma$ is stationary. Note, however, that this is only a sufficient condition. The $p$-form $\beta$ may approach zero in regions where the operator $K^{*}$ is singular (i.e., where $d \Gamma=\kappa=0$ ) in such a manner that $\xi$ given by (2.23) remains finite. This behavior is encountered in the stationary phase evaluation of an integral and will be discussed further in $\S 4$.

Consequently, solutions of (2.14) are

$$
\begin{align*}
& \alpha_{0}=K^{*} \beta_{0},  \tag{2.28}\\
& \alpha_{1}=K^{*}\left(\beta_{1}-d \alpha_{0}\right), \\
& \quad \cdots \\
& \alpha_{m}=K^{*}\left(\beta_{m}-d \alpha_{m-1}\right) .
\end{align*}
$$

These relations are expressed more compactly as

$$
\alpha_{j}=\sum_{p=0}^{j}\left\{-K^{*} d\right\}^{j-p}\left(K^{*} \beta_{p}\right)
$$

To justify that $\alpha_{1}, \cdots, \alpha_{m}$ are solutions, one must verify that conditions such as (2.20) apply to each of their equations; i.e., for $\alpha_{j}$, that $\kappa\left(\beta_{j}-d \alpha_{j-1}\right)$ is null.

Proof. From (2.17) and (2.12) one has, respectively, $\kappa d \alpha_{j-1}=-d\left(\kappa d_{j-1}\right)$ and $\kappa \beta_{j}=-d \beta_{j-1}$. Thus, with (2.14)

$$
\begin{equation*}
\kappa\left(\beta_{j}-d \alpha_{j-1}\right)=d\left(\kappa \alpha_{j-1}-\beta_{j-1}\right)=-d\left(d \alpha_{j-2}\right) \equiv 0 \tag{2.29}
\end{equation*}
$$

When $\beta=\beta_{0}$ (all $\beta_{j}=0$ for $j>0$ ) and $\kappa \beta=0$, the solutions (2.28) and (2.28') reduce to the expressions:

$$
\begin{align*}
& \alpha_{0}=K^{*} \beta,  \tag{2.30}\\
& \alpha_{j}=-K^{*} d \alpha_{j-1} \quad \text { for } 1 \leq j \leq m,
\end{align*}
$$

and

$$
\alpha_{j}=\left\{-K^{*} d\right\}^{j}\left(K^{*} \beta\right) \quad \text { for } 0 \leq j \leq m .
$$

These results can be summarized with a statement of the
Asymptotic Poincare lemma (APL): If a given p-form $e^{\nu \Gamma} \beta$ is asymptotically closed to range $m$ over a domain $X$, a set diffeomorphic to some open set in $\Re^{n}$, where $d \Gamma \neq 0$, it is asymptotically exact to range $m$ over that domain; i.e., there exists a $(p-1)$-form $e^{\nu \Gamma} \alpha$ defined over $X$ such that $d\left(e^{\nu \Gamma} \alpha\right)=e^{\nu \Gamma} \beta+O\left(\nu^{-(m+1)}\right)$.

The first $(m+1)$ terms of $\alpha$ are readily constructed from those of $\beta$ with (2.28). The construction is not valid in general at points where $d \Gamma=0$. This restriction may be lifted for some particular $\beta$ at some points where $d \gamma=0$ as shown in $\S 4$.

The solution (2.23) of (2.19) is not unique. The general solution of (2.19) is actually

$$
\begin{equation*}
\alpha=\xi+\kappa \gamma, \tag{2.31}
\end{equation*}
$$

where $\gamma$ is an arbitrary ( $p-2$ )-form, since $\hat{\kappa} \circ \hat{\kappa} \equiv 0$. The expression (2.31) represents a gauge transformation of the solution (2.23). The freedom to include a gauge term, $\kappa \gamma$, in that solution occurs because (2.19) determines only the components of $\alpha$ "transverse" to $\kappa$. In particular, the operator $\hat{\kappa} \circ K^{*}$ is a projection operator that selects from the form $\beta$ its component, $\kappa\left(K^{*} \beta\right)$, along $\kappa$; i.e., its "longitudinal" component. Hence, because the identity ( 2.25 ) means

$$
\begin{equation*}
\kappa\left(K^{*} \beta\right)+K^{*}(\kappa \beta)=\beta, \tag{2.32}
\end{equation*}
$$

the projection operator $\left\{1-\hat{\kappa} \circ K^{*}\right\}$ selects components transverse to $\kappa$. Therefore, from (2.19) one immediately obtains

$$
\begin{equation*}
K^{*} \beta=\left\{1-\kappa \circ K^{*}\right\} \alpha=\xi \tag{2.33}
\end{equation*}
$$

i.e., the ( $p-1$ )-form $\xi$ is the component of $\alpha$ transverse to $\kappa$. This is also reflected in the fact that $\xi$ is an element of the kernel of $K^{*}$. Similarly, the solution, $e^{\nu \mathrm{\Gamma}} \alpha$, of (2.2) is also not unique. If one replaces $\alpha$ by $\alpha^{\prime}$ :

$$
\begin{equation*}
\alpha \rightarrow \alpha^{\prime}=\alpha+(\kappa+D) \gamma \tag{2.34}
\end{equation*}
$$

where $\gamma$ is any ( $p-2$ )-form, the equation

$$
D\left(e^{\nu \Gamma} \alpha\right)=e^{\nu \Gamma}(\kappa+D) \alpha
$$

is still satisfied since

$$
\begin{equation*}
(\hat{\kappa}+D) \circ(\hat{\kappa}+D)=(\hat{\kappa}+D)^{2} \equiv 0 \tag{2.35}
\end{equation*}
$$

The one-term asymptotic result (2.31) is clearly recovered in the limit $\kappa \rightarrow \infty$. The transformation $\alpha \rightarrow \alpha^{\prime}$ of the general $m$ th range APL solution given by

$$
\begin{align*}
& \alpha_{0} \rightarrow \alpha_{0}^{\prime}=\alpha_{0}+\kappa \gamma_{0},  \tag{2.36}\\
& \alpha_{j} \rightarrow \alpha_{j}^{\prime}=\alpha_{j}+\left(\kappa \gamma_{j}+d \gamma_{j-1}\right) \quad \text { for } 1 \leq j \leq m
\end{align*}
$$

may be considered as an asymptotic gauge transformation of that solution.
Proof. The equations the gauge transformed solutions satisfy:

$$
\begin{equation*}
\kappa \alpha_{j}^{\prime}=\beta_{j}-d \alpha_{j-1}^{\prime} \tag{2.37}
\end{equation*}
$$

reduce to (2.14) through the following sequence of relations:

$$
\begin{aligned}
& \kappa \alpha_{j}^{\prime}=\kappa\left(\alpha_{j}+\kappa \gamma_{j}+d \gamma_{j-1}\right)=\beta_{j}-d\left(\alpha_{j-1}+\kappa \gamma_{j-1}+d \gamma_{j-2}\right)=\beta_{j}-d \alpha_{j-1}^{\prime} \\
& \kappa \alpha_{j}+\kappa d \gamma_{j-1}=\beta_{j}-d \alpha_{j-1}-d\left(\kappa \gamma_{j-1}\right) \\
& \kappa \alpha_{j}=\beta_{j}-d \alpha_{j-1} .
\end{aligned}
$$

The gauge transformation (2.36) can be obtained from (2.34) with the ( $p-2$ )-form

$$
\begin{equation*}
\gamma=\nu^{-1} \sum_{j=0}^{m} \nu^{-j} \gamma_{j} \tag{2.38}
\end{equation*}
$$

and with a truncation of the resultant expression for $\alpha^{\prime}$ to degree $(m+1)$ in $\nu^{-1}$. Thus, the asymptotic gauge transformation (2.36) is exact if $\gamma_{m}$ is closed ( $d \gamma_{m}=0$ ).

Now consider the case where the $p$-form (2.1) is given exactly by the ( $m+1$ )-term expression:

$$
\begin{equation*}
e^{\nu \Gamma} \beta=e^{\nu \Gamma}\left(\beta_{0}+\nu^{-1} \beta_{1}+\cdots+\nu^{-m} \beta_{m}\right) \tag{2.39}
\end{equation*}
$$

It is of interest to determine when the APL solution is actually an exact solution. Recall that an exact solution can exist only if the $p$-form (2.39) is closed. The equivalent condition (2.6) is satisfied if, in addition to $\beta$ being asymptotically closed, $\beta_{m}$ is closed:

$$
\begin{equation*}
d \beta_{m}=0 \tag{2.40}
\end{equation*}
$$

Thus, if (2.12) and (2.40) are satisfied, there exists (locally) a ( $p-1$ )-form whose differential is $e^{\nu \Gamma} \beta$. This form is not necessarily given by the APL algorithm which searches for a particular expression $e^{\nu \mathrm{\Gamma}} \alpha, \alpha$ given by (2.15) and (2.28'). However, if it is, the relation (2.9) requires

$$
\begin{equation*}
d \alpha_{m}=0 \tag{2.41}
\end{equation*}
$$

in addition to the satisfaction of (2.14). Since the differential of the relation $\beta_{m}=\kappa \alpha_{m}+$ $d \alpha_{m-1}$ gives

$$
\begin{equation*}
d \beta_{m}=-\kappa d \alpha_{m} \tag{2.42}
\end{equation*}
$$

(2.40) is satisfied if (2.41) is. Conversely, (2.40) and (2.42) only imply that

$$
\begin{equation*}
\kappa d \alpha_{m}=0 \tag{2.43}
\end{equation*}
$$

Hence, the fact that (2.39) is exactly closed does not imply that the APL solution is exact. With (2.28) the condition (2.41) can also be represented as

$$
\begin{equation*}
d \alpha_{m}=d\left[\sum_{p=0}^{m}\left(-K^{*} d\right)^{m-p}\left(K^{*} \beta_{p}\right)\right]=\sum_{p=0}^{m}(-1)^{m-p}\left(d \circ K^{*}\right)^{m-p+1} \beta_{p}=0 . \tag{2.44}
\end{equation*}
$$

Let the operator

$$
\begin{equation*}
\hat{t}=-d \circ K^{*} . \tag{2.45}
\end{equation*}
$$

Therefore, if

$$
\begin{equation*}
\sum_{p=0}^{m} \hat{t}^{m-p+1} \beta_{p}=0 \tag{2.46}
\end{equation*}
$$

the APL solution is exact.
The conditions for exactness when $m=0,1$ will be employed in the next section. From (2.46) they are, respectively,

$$
\begin{gather*}
\hat{t} \beta_{0}=0  \tag{2.47}\\
\hat{t}\left(\hat{t} \beta_{0}+\beta_{1}\right)=0 . \tag{2.48}
\end{gather*}
$$

The $m=1$ condition (2.48) is satisfied if $\beta_{1}=-\hat{t} \beta_{0}=d \alpha_{0}$. In fact, since

$$
\begin{equation*}
\sum_{p=0}^{m} \hat{t}^{m-p+1} \beta_{p}=\hat{t}\left(\beta_{m}-d \alpha_{m-1}\right) \tag{2.49}
\end{equation*}
$$

the condition for exactness (2.46) is satisfied in the general case if $\beta_{m}=d \alpha_{m-1}$. In the $m=0$ case (2.12) and (2.40) are satisfied if the $p$-form $\beta=\beta_{0}$ is longitudinal and closed:

$$
\begin{equation*}
\kappa \beta_{0}=0, \quad d \beta_{0}=0 \tag{2.50}
\end{equation*}
$$

conditions which are automatically satisfied if $\beta_{0}$ is an $n$-form. Subsequently, if $V$ is the vector-field associated to the one-form $K[1$, App. E], (2.47) can also be written as

$$
\begin{equation*}
\mathfrak{L}_{V} \beta_{0}=0 \tag{2.51}
\end{equation*}
$$

where the Lie derivative [1, App. L]

$$
\begin{equation*}
\mathfrak{L}_{V}=d \circ K^{*}+K^{*} \circ d . \tag{2.52}
\end{equation*}
$$

Thus, if $\beta_{0}$ is invariant along the flow defined by $V[1, A p p . L]$ in the $m=0$ case, the APL algorithm is exact.

Figure 2 summarizes (2.12), (2.14) and (2.36), i.e., the expressions defining the general APL solution. It extends Fig. 1 by including the terms that can be added to the $\alpha$ 's as expressed by (2.36). Parallel arrows designate the same operation $\hat{k}$ or $d$; each


FIG. 2. General relations characterizing an asymptotic solution of Poincaré's lemma.


Fig. 3. The general asymptotic solution of Poincare's lemma.
diamond pattern represents the identity (2.17). The dotted arrows on the right express the asymptotic satisfaction of those relations. Since they represent the expression $d \gamma_{m}=0$ and (2.41) and (2.40), they also are the conditions which describe when the APL algorithm is exact. Similarly, the diagram given in Fig. 3 summarizes (2.12), (2.28) and (2.36), i.e., the general APL solution. The lines ending in solid dots represent the gauge terms of (2.36). Half-moon elements are added before the operator leading from the circle surrounding them is applied. When $\beta=\beta_{0}$, this diagram simplifies to the one shown in Fig. 4 which summarizes (2.30) and (2.36) and the condition $\kappa \beta=0$. Note that with the representation of the operator $-K^{*} \circ d$ by the dotted lines, the diagram


Fig. 4. The asymptotic solution of Poincare's lemma when $\beta=\beta_{0}$.
suggests a geometrical progression. In particular, when $m=\infty$, the ( $p-1$ )-form $\alpha$ can be written as

$$
\begin{equation*}
\alpha=\nu^{-1} \sum_{j=0}^{\infty} \nu^{-j}\left(-K^{*} \circ d\right)^{j} \alpha_{0}=\nu^{-1}[1-\hat{s}]^{-1} \alpha_{0}, \tag{2.53}
\end{equation*}
$$

where the operator

$$
\begin{equation*}
\hat{s}=\nu^{-1}\left(-K^{*} \circ d\right) \equiv-K^{*} \circ D \tag{2.54}
\end{equation*}
$$

3. Boundary point evaluation of an integral.

3A. General formalism. The contributions to the (asymptotic) evaluation of the integral

$$
\begin{equation*}
\int_{\mathscr{Q}} e^{\nu \Gamma} \boldsymbol{\beta}, \tag{3.1}
\end{equation*}
$$

also denoted (see [1, p. 677])

$$
e^{\nu \Gamma} \beta \mid{ }^{\operatorname{D}},
$$

from the points on the boundary, $\Sigma$, of $\mathscr{D}$ are desired. The domain $\mathscr{D}$ is an oriented $p$-domain of finite extent in $X$; its boundary $\Sigma=\partial \mathscr{Q}$. If (2.2) holds in $\mathscr{D}$, (3.1) can be evaluated immediately with Stokes' formula [1, App. J] so that

$$
\begin{equation*}
e^{\nu \Gamma} \beta\left|\mathscr{Q}=d\left(e^{\nu \Gamma} \alpha\right)\right| \mathscr{Q}=e^{\nu \Gamma} \alpha\left|\partial \mathscr{D}=e^{\nu \Gamma} \alpha\right| \Sigma . \tag{3.2}
\end{equation*}
$$

The desired asymptotic results follow in a similar fashion from the APL.
It is assumed that $\Gamma$ has no stationary points in $\mathscr{D}$; i.e., that $\kappa \neq 0$ in $\mathscr{D}$ so that $K$, hence, $\alpha$ is not singular. The given $p$-form $e^{\nu \Gamma} \beta$ can be replaced with an exact differential of a $(p-1)$-form $e^{\nu \Gamma} \alpha$ that is a range $m$ APL solution plus a remainder:

$$
\begin{equation*}
e^{\nu \Gamma} \beta=d\left[\nu^{-1}\left(e^{\nu \Gamma} \sum_{j=0}^{m} \nu^{-j} \alpha_{j}\right)\right]-\nu^{-(m+1)} e^{\nu \Gamma}\left(d \alpha_{m}\right) \tag{3.3}
\end{equation*}
$$

Consequently, with Stokes' formula the integral relation corresponding to (3.3) is

$$
\begin{equation*}
e^{\nu \Gamma} \beta \mid \mathcal{D}=\nu^{-1} \sum_{j=0}^{m} \nu^{-j}\left(e^{\nu \Gamma} \alpha_{j} \mid \Sigma\right)-\nu^{-(m+1)}\left(e^{\nu \Gamma} d \alpha_{m} \mid \mathcal{Q}\right) \tag{3.4}
\end{equation*}
$$

The original integral (3.1) over $\mathscr{D}$ has been replaced by an $(m+1)$-term asymptotic series defined over the boundary, $\Sigma$, of $\mathscr{D}$ and a remainder term defined over $\mathscr{Q}$ that is of degree $(m+1)$ in $\nu^{-1}$. Because this latter term is the same type as the original, it can be evaluated in a similar manner. Hence, it is asymptotically small compared to every other term in the sum. The desired (asymptotic) boundary point evaluation of the integral (3.1) is, therefore,

$$
\begin{equation*}
e^{\nu \Gamma} \beta\left|\mathcal{D} \sim \nu^{-1} \sum_{j=0}^{m} \nu^{-j}\left(e^{\nu \Gamma} \alpha_{j} \mid \Sigma\right) \equiv e^{\nu \Gamma} \alpha\right| \Sigma \tag{3.5}
\end{equation*}
$$

If $m=0$, this reduces to

$$
\begin{equation*}
e^{\nu \mathrm{\Gamma}} \beta \mid \operatorname{D} \sim \nu^{-1}\left(e^{\nu \mathrm{\Gamma}} \alpha_{0} \mid \Sigma\right) . \tag{3.6}
\end{equation*}
$$

Equation (3.5) is a generalization of the expressions given in [4, Chap. 8]. It is applicable to the vector as well as the scalar case. Furthermore, if the domain $\operatorname{Di}$ is onedimensional, (3.5) reduces to the standard endpoint evaluation of an integral given, for example, in [11] or [12]. The following examples demonstrate the utility of the APLboundary point analysis.

3B. Kirchhoff approximation. Let the space $\Re^{3}$ be divided into two regions $V_{1}$ and $V_{2}$ separated by an oriented surface $M=\partial V_{1}$, whose normal points toward $V_{2}$. The surface $M$ is composed of a screen $S$ and of an aperture $\mathcal{D}$ (whose edge is $\Sigma=\partial \mathscr{D}$ ) such that $M=\mathscr{T} \cup S$ and is assumed to lie on side $V_{2}$ of the screen [1, Fig. 2]. Consider in the absence of the screen two scalar field solutions $u_{j}(j=1,2)$ of the Helmholtz equation whose sources $\rho_{j}$ are in $V_{j}$

$$
\begin{equation*}
\left\{\Delta+\kappa^{2}\right\} u_{j}=\rho_{j} \tag{3.7}
\end{equation*}
$$

As discussed in [1, §IV], if $U_{1}$ is the field due to $\rho_{1}$ in the presence of the screen and if $\rho_{2}$ is a point source at $\mathbf{s}_{2}$, the field $U_{1}$ at $\mathbf{s}_{2}$ can be represented in terms of the cross-flux of $U_{1}$ and $u_{2}$ through $M$ as

$$
\begin{equation*}
U_{1}\left(\mathbf{s}_{2}\right)=\left(U_{1} * d u_{2}-u_{2} * d U_{1}\right) \mid M \tag{3.8}
\end{equation*}
$$

The Kirchhoff approximation assumes that the field $U_{1}$ and its derivative along the normal of $M$ (represented by the term $* d U_{1}$ ) are zero over $S$ and are equal, respectively, to $u_{1}$ and its normal derivative over $\mathscr{D}$. The resultant representation of the field (3.8) is

$$
\begin{equation*}
U_{1}\left(\mathbf{s}_{2}\right) \cong \beta_{12}\left|\mathscr{Q} \equiv\left(u_{1} * d u_{2}-u_{2} * d u_{1}\right)\right| \operatorname{D} . \tag{3.9}
\end{equation*}
$$

The boundary point analysis will be applied to the integral $\beta_{12} / \mathcal{T}$ in several cases. The results represent a reduction of the Kirchhoff approximation of the field (3.9) to a line integral over the edge of the aperture.

1. Plane wave-plane wave case. Consider the plane waves $u_{j}(\mathbf{r})=\exp \left[\nu\left(\kappa_{j} \mid \mathbf{r}\right)\right]$, where $\left(\kappa_{j} \mid \mathbf{r}\right)$ is the duality product (see [1, App. D]) of $\kappa_{j}$, a constant unit propagation one-form (i.e., $d \kappa_{j}=0$ and $\kappa_{j} \cdot \kappa_{j} \equiv \kappa_{j} \mid \kappa_{j} \equiv \kappa_{j}^{*} \kappa_{j}=1$ ), and the position vector r. In Cartesian coordinates, for example, $\kappa_{j}=\xi_{j} d x+\eta_{j} d y+\zeta_{j} d z$ and $\mathbf{r}=x \partial_{x}+y \partial_{y}+z \partial_{z}$ so that
$\kappa_{j} \mid \mathbf{r}=\xi_{j} x+\eta_{j} y+\zeta_{j} z$. Since

$$
\begin{equation*}
d u_{j}=\nu \kappa_{j} u_{j}, \tag{3.10}
\end{equation*}
$$

the cross-flux two-form

$$
\begin{equation*}
\beta_{12}=\nu u_{1} u_{2} *\left(\kappa_{2}-\kappa_{1}\right) \equiv \nu\left(e^{\nu \Gamma} \beta\right), \tag{3.11}
\end{equation*}
$$

where

$$
\begin{equation*}
\Gamma=\left(\kappa_{1}+\kappa_{2}\right) \mid \mathbf{r} \tag{3.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\beta=*\left(\kappa_{2}-\kappa_{1}\right) . \tag{3.13}
\end{equation*}
$$

One verifies that $\kappa \beta \equiv 0$ since $\kappa=d \Gamma=\kappa_{1}+\kappa_{2}$. The APL solution is

$$
\begin{equation*}
\alpha_{0}=K^{*} \beta=-\frac{* \kappa_{1} \kappa_{2}}{\left(1+\kappa_{1} \cdot \kappa_{2}\right)}, \tag{3.14}
\end{equation*}
$$

all other $\alpha_{j}=0(j=1,2, \cdots)$ because $\alpha_{0}$ is a constant. Thus, if

$$
\begin{equation*}
\alpha_{12}=e^{\nu \Gamma} \alpha_{0}=-u_{1} u_{2}\left(\frac{* \kappa_{1} \kappa_{2}}{1+\kappa_{1} \cdot \kappa_{2}}\right), \tag{3.15}
\end{equation*}
$$

the cross-flux integral

$$
\begin{equation*}
\left.\beta_{12}\right|^{\operatorname{DN}}=\alpha_{12} \mid \Sigma . \tag{3.16}
\end{equation*}
$$

Moreover, $d \beta=0$ ( $\beta$ is a constant); therefore, from the preceding section one realizes that (3.16) represents an exact result (hence, the equal sign). Note that (3.16) must be modified when $\kappa=0$; i.e., when $\kappa_{1}=-\kappa_{2}$, hence, when $\Gamma, \kappa_{1} \kappa_{2}$ and ( $1+\kappa_{1} \cdot \kappa_{2}$ ) are all zero.
2. Spherical wave-spherical wave case. Consider the two fields $u_{i}(\mathbf{r})=G\left(\mathbf{r}-\mathbf{s}_{i}\right)$ $(i=1,2)$ due to point sources at $\mathbf{s}_{1}$ and $\mathbf{s}_{2}$. These fields represent spherical waves originating at those points. The Green's function

$$
\begin{equation*}
G(\mathbf{r})=\frac{\exp (\nu r)}{4 \pi r}, \tag{3.17}
\end{equation*}
$$

where $r=|\mathbf{r}|$. If $r_{i}=\left|\mathbf{r}-\mathbf{s}_{i}\right|$ and $\kappa_{i}=d r_{i}$, the cross-flux two-form

$$
\begin{equation*}
\beta_{12}=u_{1} u_{2} *\left[\left(\nu-\frac{1}{r_{2}}\right) \kappa_{2}-\left(\nu-\frac{1}{r_{1}}\right) \kappa_{1}\right]=\nu\left(e^{\nu \Gamma} \beta\right), \tag{3.18}
\end{equation*}
$$

where the phase

$$
\begin{equation*}
\Gamma=r_{1}+r_{2}, \tag{3.19}
\end{equation*}
$$

so that

$$
\begin{equation*}
\kappa=d \Gamma=\kappa_{1}+\kappa_{2} \tag{3.20}
\end{equation*}
$$

and the two-forms

$$
\begin{equation*}
\beta_{0}=g_{1} g_{2} *\left(\kappa_{2}-\kappa_{1}\right) \tag{3.21}
\end{equation*}
$$

and

$$
\begin{equation*}
\beta_{1}=-g_{1} g_{2} *\left(\frac{\kappa_{2}}{r_{2}}-\frac{\kappa_{1}}{r_{1}}\right), \tag{3.22}
\end{equation*}
$$

so that $\beta=\beta_{0}+\nu^{-1} \beta_{1}$. The functions

$$
\begin{equation*}
g_{i}(\mathbf{r})=\frac{1}{4 \pi r_{i}} \tag{3.23}
\end{equation*}
$$

The corresponding APL solution $\alpha=\nu^{-1}\left(\alpha_{0}+\nu^{-1} \alpha_{1}\right)$ is obtained from the system

$$
\begin{align*}
& \kappa \alpha_{0}=\beta_{0},  \tag{3.24a}\\
& \kappa \alpha_{1}=\beta_{1}-d \alpha_{0} . \tag{3.24b}
\end{align*}
$$

Since $\kappa \beta_{0}=0,(3.24 a)$ is satisfied by

$$
\begin{equation*}
\alpha_{0}=\frac{\left(\kappa_{1}+\kappa_{2}\right)^{*} \beta_{0}}{2\left(1+\kappa_{1} \cdot \kappa_{2}\right)}=-g_{1} g_{2}\left(\frac{* \kappa_{1} \kappa_{2}}{1+\kappa_{1} \cdot \kappa_{2}}\right) . \tag{3.25}
\end{equation*}
$$

However, as shown in Appendix B, this means

$$
\begin{equation*}
d \alpha_{0}=\beta_{1} \tag{3.26}
\end{equation*}
$$

Therefore, (3.24b) together with the condition $\kappa^{*} \alpha_{1}=0$ yields

$$
\begin{equation*}
\alpha_{1} \equiv 0 \tag{3.27}
\end{equation*}
$$

Furthermore, (3.26) is the condition required for the exactness of the APL solution. Consequently, where $\kappa \neq 0$, the differential of the one-form

$$
\begin{equation*}
\alpha_{12}=e^{\nu \Gamma} \alpha_{0}=-u_{1} u_{2}\left(\frac{* \kappa_{1} \kappa_{2}}{1+\kappa_{1} \cdot \kappa_{2}}\right), \tag{3.28}
\end{equation*}
$$

is identical to the cross-flux two-form (3.18)

$$
\begin{equation*}
d \alpha_{12} \equiv \beta_{12} . \tag{3.29}
\end{equation*}
$$

The one-form $\alpha_{0}$ is a singular where $\kappa_{1}=-\kappa_{2}$, hence, where $1+\kappa_{1} \cdot \kappa_{2}=0$. This occurs along the line segment $s_{1} s_{2}$ connecting $\mathbf{s}_{1}$ and $\mathbf{s}_{2}$. Thus, if the line $s_{1} s_{2}$ does not intersect D), the field at $\mathbf{s}_{2}$ is

$$
\begin{equation*}
\left.\beta_{12}\right|^{\operatorname{Dop}}=\alpha_{12} \mid \Sigma . \tag{3.30}
\end{equation*}
$$

On the other hand, if it does intersect $Q$ and because $\partial S=-\Sigma$, the field at $\mathbf{s}_{2}$ is

$$
\begin{equation*}
\beta_{12}\left|\operatorname{D}=\beta_{12}\right| M-\beta_{12}\left|S=u_{1}\left(\mathbf{s}_{2}\right)+\alpha_{12}\right| \Sigma, \tag{3.31}
\end{equation*}
$$

where the first term follows from Green's theorem. Hence, the field at $\mathbf{s}_{2}$ is now composed of the geometrical optics field (the first term) in addition to the diffracted field (the second term). The expression of the latter shows that it may be considered as originating on the edge $\Sigma$ of the aperture, an interpretation that agrees with the viewpoint of the geometrical theory of diffraction (GTD). Furthermore, notice that the phase function $\Gamma$ is stationary (i.e, $\kappa=0$ ) along the line $s_{1} s_{2}$, where $\kappa_{1}=-\kappa_{2}$. In fact, with the results of the following section it can be shown that the geometrical optics term is recovered with the stationary phase approach. Finally, it must be re-emphasized that (3.30) and (3.31) are exact representations of the Kirchhoff approximation of the field resulting from the scattering of a spherical wave through an aperture.
3. Plane wave-spherical wave case. Consider the plane wave $u_{1}(\mathbf{r})=\exp \left[\nu\left(\kappa_{1} \mid \mathbf{r}\right)\right]$ and the spherical wave $u_{2}(\mathbf{r})=G\left(\mathbf{r}-\mathbf{s}_{2}\right)$. The results for this case follow immediately from the preceding cases. If $\kappa_{1} \neq-\kappa_{2}$, the one-form

$$
\begin{equation*}
\alpha_{12}=e^{\nu \Gamma} \alpha_{0}=-u_{1} u_{2}\left(\frac{* \kappa_{1} \kappa_{2}}{1+\kappa_{1} \cdot \kappa_{2}}\right), \tag{3.32}
\end{equation*}
$$

where

$$
\begin{equation*}
\Gamma=\left(\kappa_{1} \mid \mathbf{r}\right)+r_{2} \tag{3.33}
\end{equation*}
$$

and

$$
\begin{equation*}
\alpha_{0}=-g_{2}\left(\frac{* \kappa_{1} \kappa_{2}}{1+\kappa_{1} \cdot \kappa_{2}}\right), \tag{3.34}
\end{equation*}
$$

is an exact solution of the equation

$$
\begin{equation*}
\left.\beta_{12}\right|^{(Q)}=\alpha_{12} \mid \Sigma, \tag{3.35}
\end{equation*}
$$

where the cross-flux two-form

$$
\begin{equation*}
\beta_{12}=u_{1} u_{2} *\left[\nu\left(\kappa_{2}-\kappa_{1}\right)-\frac{\kappa_{2}}{r_{2}}\right] . \tag{3.36}
\end{equation*}
$$

When $\kappa_{1}=-\kappa_{2}$, the geometrical optics field $u_{1}\left(\mathbf{s}_{2}\right)$ must be added to the diffracted field in (3.35). The case dealing with a general incident field $u_{1}(\mathbf{r})$ can be handled (exactly) with these results by representing $u_{1}$ as a superposition of plane waves.
4. Asymptotic field-spherical wave case. Consider the field $u_{1}(\mathbf{r})=\exp [\nu \Phi(\mathbf{r})] A(\mathbf{r})$ which asymptotically satisfies the Helmholtz equation and the spherical wave $u_{2}(\mathbf{r})=$ $G\left(\mathbf{r}-\mathbf{s}_{2}\right)$. The cross-flux two-form truncated to an asymptotic order corresponding to that of the incident field $u_{1}$ is

$$
\begin{equation*}
\beta_{12} \sim \nu u_{1} u_{2} *\left(\kappa_{2}-\kappa_{1}\right) . \tag{3.37}
\end{equation*}
$$

The subsequent asymptotic expression

$$
\begin{equation*}
\beta_{12}\left|\operatorname{D} \sim \alpha_{12}\right| \Sigma, \tag{3.38}
\end{equation*}
$$

where

$$
\begin{equation*}
\boldsymbol{\alpha}_{12}=e^{\nu \Gamma} \sum_{j=0}^{m} \nu^{-j} \boldsymbol{\alpha}_{j}, \tag{3.39}
\end{equation*}
$$

follows immediately from the APL-boundary point formalism. In particular, the phase function

$$
\begin{equation*}
\Gamma=\Phi+r_{2} \tag{3.40}
\end{equation*}
$$

and if $d \Phi=\kappa_{1} \neq \kappa_{2}$,

$$
\begin{equation*}
\alpha_{0}=K^{*} \beta_{0}=-A g_{2}\left(\frac{* \kappa_{1} \kappa_{2}}{1+\kappa_{1} \cdot \kappa_{2}}\right) \tag{3.41}
\end{equation*}
$$

so that

$$
\begin{equation*}
\alpha_{j}=\left\{-K^{*} d\right\}^{j} \alpha_{0} \quad(1 \leq j \leq m) \tag{3.42}
\end{equation*}
$$

The stationary point situation (where $d \Gamma=\kappa_{1}+\kappa_{2}=0$ ) is handled as shown in the following section.

The preceding results recover those given in [6]-[8]. However, the discussion has been appreciably simplified using differential forms. Moreover, it refutes the statement in [8, p. 210] that it is impossible to derive in a simple way the representation and the properties of the vector potential which corresponds to the one-form $e^{\nu \Gamma} \alpha$. In fact, in all of the above cases if $\bar{\kappa}_{j}=\hat{r}_{j}$ such that $\mathbf{r}_{j}=r_{j} \hat{r}_{j}$, the one-form solutions

$$
\begin{equation*}
e^{\nu \mathrm{\Gamma}} \boldsymbol{\alpha}=-u_{1} u_{2}\left(\frac{* \kappa_{1} \kappa_{2}}{1+\kappa_{1} \cdot \kappa_{2}}\right) \tag{3.43}
\end{equation*}
$$

are simply related to the vector potentials $\mathbf{W}$ of [8]

$$
\begin{equation*}
\mathbf{W}=e^{\nu \Gamma} \overline{\boldsymbol{\alpha}}=-u_{1} u_{2} \frac{\hat{r}_{1} \times \hat{r}_{2}}{1+\hat{r}_{1} \cdot \hat{r}_{2}} . \tag{3.44}
\end{equation*}
$$

Furthermore, these results are readily extended to vector-field problems. A discussion of those problems is in preparation.
4. Stationary point contributions. The asymptotic evaluation of the integral

$$
\begin{equation*}
e^{\nu \Gamma} \beta\left|X=e^{\nu \Gamma(x)} A(x) d x^{N}\right| X, \tag{4.1}
\end{equation*}
$$

where $x=\left(x_{1}, x_{2}, \cdots, x_{n}\right)$ is a point in $X$ and the volume $n$-form $d x^{N}=d x^{1} d x^{2} \cdots d x^{n}$, is desired when a nondegenerate stationary point, $x_{0}$, is the only critical point of $\Gamma$ in $X$ and the function $A$ is smooth over $X$, is zero at infinity and is integrable. A point $x_{0}$ is a stationary point of $\Gamma$ if

$$
\begin{equation*}
d \Gamma\left(x_{0}\right)=0 \tag{4.2}
\end{equation*}
$$

it is nondegenerate if, in addition,

$$
\begin{equation*}
\operatorname{det}\left\|\left(\partial_{x_{i}} \partial_{x_{j}} \Gamma\right)\left(x_{0}\right)\right\| \neq 0 \tag{4.3}
\end{equation*}
$$

where $\partial_{x_{j}} \Gamma$ means $\partial \Gamma / \partial x_{j}$. Note that only the case for which $\beta$ is an $n$-form is considered explicitly. The general case in which $\beta$ is a $p$-form integrated over a $p$-domain is handled in a similar manner; the generalizations of the following results to that case will be apparent. Also, if there is more than one stationary point of $\Gamma$ in $X$ and if they are not near to one another, each stationary point can be localized with neutralizers as shown, for instance, in [4] and treated like the present case. Problems involving the coalescing of stationary points, branch points, poles, and so on will not be discussed. The situation where the domain is an $n$-domain $\mathscr{D}$ rather than the whole space $X$ will be discussed at the end of this section.

In the vicinity of $x_{0}$ the Morse lemma [13] realizes a change of variables which reduces the phase to a quadratic form with coefficients $( \pm 1)$. Denote the new variables by $u=\left(u_{1}, \cdots, u_{n}\right)$. They are functions of $x$ in the vicinity of $x_{0}$; hence, they may be expressed as $u\left(x, x_{0}\right)$. Furthermore, they satisfy the relation

$$
\begin{equation*}
\Gamma(x)-\Gamma\left(x_{0}\right)=\frac{1}{2} \sum_{j=1}^{n} \eta_{j} u_{j}^{2}\left(x, x_{0}\right) \equiv \frac{1}{2} \eta \cdot u^{2}\left(x, x_{0}\right), \tag{4.4}
\end{equation*}
$$

where $\eta_{j}= \pm 1$. For each $x_{0}$ there is an associated map

$$
\begin{equation*}
\mu_{x_{0}}: U \rightarrow X: u \mapsto x=\mu_{x_{0}} u: 0 \mapsto x_{0} \tag{4.5}
\end{equation*}
$$

which expresses $x$ in terms of the new variable $u$. It will be called the Morse map. The desired quadratic form:

$$
\begin{equation*}
Q(u)=\frac{1}{2} \sum_{j=1}^{n} \eta_{j} u_{j}^{2} \tag{4.6}
\end{equation*}
$$

is defined as

$$
\begin{equation*}
\mu_{x_{0}}^{*}\left[\Gamma(x)-\Gamma\left(x_{0}\right)\right]=Q(u) \tag{4.7}
\end{equation*}
$$

where $\mu_{x_{0}}^{*}$ is the pullback through the Morse map, $\mu_{x_{0}}$. To complete the integral (4.1), the change of variables or pullback $\mu_{x_{0}}^{*}$ must be applied to the amplitude $n$-form, $\beta$. This yields

$$
\begin{equation*}
\mu_{x_{0}}^{*} \beta=\mu_{x_{0}}^{*}\left[A(x) d x^{N}\right]=G\left(u, x_{0}\right) d u^{N} \tag{4.8}
\end{equation*}
$$

where

$$
\begin{equation*}
G\left(u, x_{0}\right)=\mu_{x_{0}}^{*}\left[A(x)\left(\frac{d u^{N}}{d x^{N}}\right)^{-1}\right]=A\left(\mu_{x_{0}} u\right) J\left(u, x_{0}\right) \tag{4.9}
\end{equation*}
$$

and the Jacobian of the transformation from the $u$ to the $x=\mu_{x_{0}} u$ coordinates:

$$
\begin{equation*}
J\left(u, x_{0}\right)=\left\{\mu_{x_{0}}^{*}\left[\operatorname{det}\left\|\partial_{x_{j}} u_{i}\left(x, x_{0}\right)\right\|\right]\right\}^{-1}=\operatorname{det}\left\|\partial_{u_{j}}\left(x=\mu_{x_{0}} u\right)_{i}\right\| . \tag{4.10}
\end{equation*}
$$

Finally, with this change of variables the integral (4.1) becomes

$$
\begin{equation*}
e^{\nu \Gamma} \beta \mid X=e^{\nu \Gamma\left(x_{0}\right)}\left[e^{\nu Q(u)} G\left(u, x_{0}\right) d u^{N} \mid U\right] \equiv I\left(\nu, x_{0}\right) \tag{4.11}
\end{equation*}
$$

This expression can be rewritten immediately as

$$
\begin{align*}
I\left(\nu, x_{0}\right)= & e^{\nu \Gamma\left(x_{0}\right)} G\left(0, x_{0}\right)\left[e^{\nu Q(u)} d u^{N} \mid U\right]  \tag{4.12}\\
& +e^{\nu \Gamma\left(x_{0}\right)}\left\{e^{\nu Q(u)}\left[G\left(u, x_{0}\right)-G\left(0, x_{0}\right)\right] d u^{N} \mid U\right\}
\end{align*}
$$

The first integral in (4.12) is simply [4], [14]

$$
\begin{equation*}
e^{\nu Q(u)} d u^{N} \left\lvert\, U=c_{n} c^{-1}=\left(\frac{k}{\pi}\right)^{-n / 2} \exp \left[i\left(\frac{\pi}{4}\right) \operatorname{sgn} \eta\right]\right., \tag{4.13}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{n}=2^{-n / 2} \exp \left[i\left(\frac{\pi}{2}\right) \text { ind } \eta\right] \tag{4.14}
\end{equation*}
$$

and

$$
\begin{equation*}
c=\left(\frac{k}{2 \pi}\right)^{n / 2} \exp \left[-\frac{i n \pi}{4}\right] \tag{4.15}
\end{equation*}
$$

and where if $n_{+}$and $n_{-}$are, respectively, the number of positive and negative $\eta_{j}$ $(j=1,2, \cdots, n)$, then the signature $\operatorname{sgn} \eta=n_{+}-n_{-}$and the index Ind $\eta=n_{-}$. The results of the lemmas proved in Appendix C allow one to manipulate the second integral into a form suitable for an asymptotic evaluation. In particular, let the one-form

$$
\begin{equation*}
\rho=\sum_{i=1}^{n} \eta_{i} u_{i} d u^{i} . \tag{4.16}
\end{equation*}
$$

As shown in Appendix C, the amplitude $n$-form $G\left(u, x_{0}\right) d u^{N}$ can be expressed in terms of its value at the stationary point $u=0$ of $Q(u)$ and a term linear in $\rho$

$$
\begin{equation*}
G\left(u, x_{0}\right) d u^{N}=G\left(0, x_{0}\right) d u^{N}+\rho H_{0}\left(u, x_{0}\right) . \tag{4.17}
\end{equation*}
$$

A suitable choice for the $(n-1)$-form $H_{0}$ is generated with the inversion algorithm introduced in §2

$$
\begin{equation*}
H_{0}=(\rho \cdot \rho)^{-1} \rho^{*}\left\{\left[G\left(u, x_{0}\right)-G\left(0, x_{0}\right)\right] d u^{N}\right\} . \tag{4.18}
\end{equation*}
$$

Comments on the nonuniqueness of this choice also follow from those given in §2. With (4.13) and (4.17) the expression (4.12) becomes

$$
\begin{equation*}
I\left(\nu, x_{0}\right)=\left(c_{n} c^{-1}\right) e^{\nu \Gamma\left(x_{0}\right)} G\left(0, x_{0}\right)+e^{\nu \Gamma\left(x_{0}\right)}\left[e^{\nu Q(u)} \rho H_{0}\left(u, x_{0}\right) \mid U\right] . \tag{4.19}
\end{equation*}
$$

The integral in (4.19) can be evaluated using the APL algorithm. Since

$$
\begin{equation*}
\beta_{0}=\rho H_{0} \tag{4.20}
\end{equation*}
$$

is an $n$-form and since

$$
\begin{equation*}
\kappa=d_{u} Q=\rho, \tag{4.21}
\end{equation*}
$$

the condition

$$
\begin{equation*}
\kappa \beta_{0}=0 \tag{4.22}
\end{equation*}
$$

is trivially satisfied. Although the (sufficient) condition $\kappa \neq 0$ was needed in the preceding section, we can still give meaning to the expression $\alpha_{0}=K^{*} \beta_{0}$. Because $\beta_{0}$, as well as $\kappa$, is zero at the stationary point $u=0$, the combination $K^{*} \beta_{0}$ has a finite limit there. Therefore, the $(n-1)$-form $\alpha_{0}$ is well defined over $U$. Furthermore, since $\rho^{*} H_{0}=0$,

$$
\begin{equation*}
\alpha_{0}=K^{*} \beta_{0}=(\rho \cdot \rho)^{-1} \rho^{*}\left(\rho H_{0}\right) \equiv H_{0}\left(u, x_{0}\right) \tag{4.23}
\end{equation*}
$$

With the relation

$$
\begin{equation*}
D_{u}\left[e^{\nu Q(u)} \alpha_{0}(u)\right]=e^{\nu Q(u)} \beta_{0}(u)+e^{\nu Q(u)} D_{u} \alpha_{0}, \tag{4.24}
\end{equation*}
$$

one immediately obtains

$$
\begin{equation*}
e^{\nu Q(u)} \beta_{0} \mid U=\nu^{-1}\left[e^{\nu Q(u)} H_{0} \mid \partial U\right]+\nu^{-1}\left[e^{\nu Q(u)} G_{1}\left(u, x_{0}\right) d u^{N} \mid U\right], \tag{4.25}
\end{equation*}
$$

where

$$
\begin{equation*}
G_{1}\left(u, x_{0}\right) d u^{N}=-d_{u} H_{0} . \tag{4.26}
\end{equation*}
$$

Because the boundary, $\partial U$, of $U$ is at infinity and the amplitude function $A$ is zero there, the boundary integral in (4.25) is zero. The other integral has the same form as the original integral in (4.19); hence, this process can be repeated. After ( $m+1$ ) steps (4.12) becomes

$$
\begin{align*}
I\left(\nu, x_{0}\right)= & e^{\nu \Gamma\left(x_{0}\right)}\left(c_{n} c^{-1}\right) \sum_{j=0}^{m} \nu^{-j} G_{j}\left(0, x_{0}\right)  \tag{4.27}\\
& +\nu^{-(m+1)} e^{\nu \Gamma\left(x_{0}\right)}\left[e^{\nu Q(u)} G_{m+1}\left(u, x_{0}\right) d u^{N} \mid U\right]
\end{align*}
$$

where $G_{0}=G$,

$$
\begin{equation*}
G_{j}\left(u, x_{0}\right) d u^{N}=G_{j}\left(0, x_{0}\right) d u^{N}+\rho H_{j}\left(u, x_{0}\right) \quad(0 \leq j \leq m) \tag{4.28}
\end{equation*}
$$

and

$$
\begin{equation*}
G_{i}\left(u, x_{0}\right) d u^{N}=-d_{u} H_{i-1} \quad(1 \leq i \leq m+1) . \tag{4.29}
\end{equation*}
$$

Truncating the remainder term in (4.27) which is of degree $(m+1)$ in $\nu^{-1}$, the $(m+1)$ term stationary phase approximation of the integral (4.1) is

$$
\begin{equation*}
I\left(\nu, x_{0}\right) \sim e^{\nu \Gamma\left(x_{0}\right)}\left(c_{n} c^{-1}\right) \sum_{j=0}^{m} \nu^{-j} G_{j}\left(0, x_{0}\right) . \tag{4.30}
\end{equation*}
$$

Furthermore, as shown in Appendix D,

$$
\begin{equation*}
G_{j}\left(0, x_{0}\right)=\left(-\frac{1}{2}\right)^{j}\left\{\frac{1}{j!} \tilde{\Delta}_{u / 0}^{j}\right\} G\left(u, x_{0}\right) \tag{4.31}
\end{equation*}
$$

where the (modified) Laplacian operator

$$
\begin{equation*}
\tilde{\Delta}_{u} \equiv \sum_{j=1}^{n} \eta_{j} \partial_{u_{j}}^{2} \equiv \eta \cdot \partial_{u}^{2} \tag{4.32}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{\Delta}_{u / 0} f(u)=\left.\tilde{\Delta}_{u} f(u)\right|_{u=0} . \tag{4.33}
\end{equation*}
$$

The standard stationary phase expressions are readily obtained from (4.30) and (4.31) [14]. Furthermore, the preceding derivation is a generalization of the ones given in [4] and [5] which employed vector identities (divergence theorem) and, hence, were restricted to Euclidean spaces. In contrast with [4] and [5], for example, the results of this section remain valid in cases where $X$ is a manifold.

One can rewrite the expression (4.31) in a more manifest form [14]

$$
\begin{equation*}
c I\left(\nu, x_{0}\right) \sim e^{\nu \Gamma\left(x_{0}\right)} \sum_{j=0}^{m} \nu^{-j} T_{j}^{\Gamma} A\left(x_{0}\right), \tag{4.34}
\end{equation*}
$$

where

$$
\begin{equation*}
T_{j}^{\mathrm{\Gamma}} A\left(x_{0}\right)=\left\{c_{n}\left(-\frac{1}{2}\right)^{j}\left[\frac{1}{j!} \tilde{\Delta}_{u / 0}^{j}\right] J\left(u, x_{0}\right) \mu_{x_{0}}^{*}\right\} A(x) \equiv c_{n} G_{j}\left(0, x_{0}\right), \tag{4.35}
\end{equation*}
$$

each term in the braces being treated as operators and applied in order from right to left. The advantages are that the leading term of the series is independent of $k$ and that the contributions to the expansion from the phase and the amplitude are apparent. The operators $T_{j}^{\Gamma}$ depend on derivatives of the phase evaluated at the stationary point at most to the order $2(j+1)$ and contain derivatives which are applied to the amplitude and evaluated at the stationary point at most to the order $2 j$. For instance, when $n=1$, if $\Gamma_{i}=\partial_{x / x_{0}}^{i} \Gamma$, then

$$
\begin{equation*}
T_{0}^{\Gamma}=\Gamma_{2}^{-1 / 2} \partial_{x / x_{0}} \tag{4.36}
\end{equation*}
$$

and

$$
\begin{equation*}
T_{1}^{\Gamma}=-\frac{1}{24 \Gamma_{2}^{3 / 2}}\left[\left(5 \Gamma_{3}^{2}-3 \Gamma_{4} \Gamma_{2}\right) \partial_{x / x_{0}}^{0}-12 \Gamma_{3} \Gamma_{2} \partial_{x / x_{0}}^{1}+12 \Gamma_{2}^{2} \partial_{x / x_{0}}^{2}\right] \tag{4.37}
\end{equation*}
$$

Applications and ramifications of these results are given in [14] in connection with the asymptotic evaluation of the Fourier transform.

Now consider the integral $c e^{\nu \Gamma} \beta \mid \operatorname{D}$, where $\mathscr{D}$ is an $n$-domain in $X$. Let $\Gamma$ have an isolated, nondegenerate stationary point, $x_{0}$, in the interior of $Q$; in particular, $d \Gamma \neq 0$ on $\Sigma=\partial \mathscr{Q}$. Let $\overline{\mathscr{D}}$ be the complement of $\mathscr{D}$ in $X$ whose boundary is oriented such that $\partial \overline{\operatorname{D}}=-\Sigma$. Thus,

$$
\begin{equation*}
c e^{\nu \Gamma} \beta\left|\operatorname{D} \equiv c e^{\nu \Gamma} \beta\right| X-c e^{\nu \Gamma} \beta \mid \overline{\mathscr{D}} . \tag{4.38}
\end{equation*}
$$

The asymptotic evaluation of the first integral clearly yields the stationary phase contribution, $c I\left(\nu, x_{0}\right) \equiv F\left(\nu, x_{0}\right)$. Since $\bar{D}$ is devoid of any stationary points, the second integral can be handled with the boundary point formalism. Thus, with the APL solution

$$
\begin{equation*}
\alpha=\nu^{-1} \sum_{j=0}^{m} \nu^{-j} \alpha_{j} \equiv \nu^{-1} \tilde{\alpha}, \tag{4.39}
\end{equation*}
$$

it gives

$$
\begin{equation*}
-c e^{\nu \Gamma} \beta\left|\overline{\mathscr{D}}=c e^{\nu \Gamma} \alpha\right| \Sigma=\left(\nu^{-1} c\right)\left[e^{\nu \Gamma} \tilde{\alpha} \mid \Sigma\right]=\nu^{-1 / 2}\left[\tilde{c} e^{\nu \Gamma} \tilde{\alpha} \mid \Sigma\right] \equiv \nu^{-1 / 2} E(\nu, \Sigma), \tag{4.40}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{c}=-i(2 \pi)^{-1 / 2}\left\{\left(\frac{k}{2 \pi}\right)^{(n-1) / 2} \exp \left[-i\left(\frac{\pi}{4}\right)(n-1)\right]\right\} \tag{4.41}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
c e^{\nu \Gamma} \beta \mid \mathcal{Q} \sim F\left(\nu, x_{0}\right)+\nu^{-1 / 2} E(\nu, \Sigma) ; \tag{4.42}
\end{equation*}
$$

the total asymptotic expansion of the integral is defined in terms of the stationary and the boundary point contributions. This result assumes those contributions are independent. Modifications of (4.42) would be necessary if this condition was not satisfied.

Notice that the boundary integral can be reparameterized in terms of local coordinates on $\Sigma$. The resulting integral can then be evaluated asymptotically. If the resultant phase function is stationary at some point (a critical point of the second kind; the stationary point $x_{0}$ in the interior of $\mathscr{D}$ being a critical point of the first kind), the stationary phase formalism can be applied directly to that integral. In electromagnetics these terms account for the diffracted ray contributions to the total field-those rays generated from boundaries such as edges. The stationary points of the first kind, on the other hand, produce the geometrical optics terms. The characteristic $k^{-1 / 2}$ difference between these contributions is apparent in (4.42). However, in some instances every point on the boundary is a stationary point, and it becomes necessary to keep the nonlocal integral representation of the boundary point contributions. Similarly, if the boundary $\Sigma$ has critical points such as discontinuities in its tangents (critical points of the third kind) or in its curvature (critical points of the fourth kind), the boundary $\Sigma$ can be subdivided into regions over which the derivatives are continuous to a certain order and whose boundaries coincide with the points of discontinuity. The integrals over these subregions can now be treated with the boundary point formalism. Standard results given in [4] or [5] are readily recovered. Note, however, that the differential form expressions are especially suited to calculations of these types.

Finally, consider the case where $x_{0}$ is a nondegenerate stationary point of $\Gamma$ and lies on the boundary $\Sigma$. Near $x_{0}$ a local coordinate system $u=\left(u^{\prime}, u_{n}\right)$ (where $u^{\prime}=$ ( $u_{1}, \cdots, u_{n-1}$ ) defines a point on $\Sigma$ and $u_{n}$ is defined along the unit normal to $\Sigma$ at $x_{0}$ ) can be constructed such that the transformed phase function, $\mu_{x_{0}}^{*} \Gamma$, is stationary at $u=\left(u^{\prime}, u_{n}\right)=0$ and takes the form $\left(\mu_{x_{0}}^{*} \Gamma\right)(u)=\Gamma^{\prime}\left(u^{\prime}, x_{0}\right)+\eta u_{n}^{2}$, where $\eta=+1(-1)$ if $u_{n}$ is positive (negative) for a point in the interior of $\mathscr{D}$. Consequently, one has

$$
\begin{equation*}
e^{\nu \Gamma} \beta \mid \operatorname{Q}=\int_{0}^{\tau} e^{\nu \eta u_{n}^{2}} g\left(u_{n}, x_{0} ; \nu\right) d\left(\eta u_{n}\right), \tag{4.43}
\end{equation*}
$$

where

$$
\begin{equation*}
g\left(u_{n}, x_{0} ; \nu\right)=e^{\nu \Gamma^{\prime}\left(u^{\prime}, x_{0}\right)} G\left(u^{\prime}, u_{n}, x_{0}\right) d u^{\prime} \mid \Sigma \tag{4.44}
\end{equation*}
$$

and where $\tau$ is a real positive constant. Note that with $k$ large, the constant $\tau$ can be replaced with $\infty$, [4]. The asymptotic approximation of the original integral is obtained by applying the stationary phase approach first to the ( $n-1$ )-dimensional integral over $\Sigma$ treating the $u_{n}$-variable as a parameter and then to the one-dimensional integral over $u_{n}$. The final result differs from (4.34) because of the form of the latter integration. Because that integration is only over the nonnegative reals, odd orders of derivatives and (referring to (4.13)) the coefficient $\frac{1}{2}$, characteristic of this case, appear. The expressions given in [4] and [5] are readily reproduced.
5. Conclusions. Exterior differential calculus techniques were used to formulate and to obtain asymptotic solutions of Poincare's lemma. In particular, a new method of solution of a general type of differential form equation was developed. Several applications of these asymptotic Poincaré lemma results were presented. The boundary and stationary point contributions to the asymptotic approximation of a multidimensional integral were derived. Other critical point contributions and asymptotic techniques were also discussed. The boundary point approach was applied to the Kirchhoff representation of the diffraction of a scalar field through an aperture. A representation of the Leray form was synthesized that did not require the introduction of any local coordinate system. In all of these applications the resultant differential form expressions encompass, as special cases, standard vector calculus representations. Furthermore, in contrast with their vector counterparts the differential form expressions are easier to obtain and their properties are more transparent. The asymptotic Poincaré lemma and the associated techniques constitute a versatile approach to a large class of problems encountered in physics and engineering.

Appendix A: The Leray form. Consider an ( $n-1$ )-dimensional hypersurface $S$ in $X$. A neighborhood $V$ of a point on $S$ can be defined by the equation $P\left(x_{1}, \cdots, x_{n}\right)=0$, where $P$ is an infinitely differentiable function such that $d P \neq 0$ on $V$ (i.e., there are no singular points on $V$ ). A form $\omega$, which satisfies

$$
\begin{equation*}
d x^{N}=d P \omega \tag{A.1}
\end{equation*}
$$

is readily obtained with the inversion algorithm introduced in §2. In particular, since $d P d x^{N} \equiv 0$ (the volume form $d x^{N}$ is an $n$-form), a solution of (A.1) is

$$
\begin{equation*}
\omega=\frac{d P^{*} d x^{N}}{d P^{*} d P}=(-1)^{s} \frac{* d P}{d P \cdot d P}, \tag{A.2}
\end{equation*}
$$

where $s$ is the index of the metric associated with the space $X$. This $(n-1)$-form is called the Leray form [9, Chap. III, §1]. Note that we have taken

$$
\begin{equation*}
* d x^{N}=1 \tag{A.3}
\end{equation*}
$$

and

$$
\begin{equation*}
*^{-1}=(-1)^{s} * w^{(n+1)}, \tag{A.4}
\end{equation*}
$$

where $w$ is the operator which applied to a $p$-form $\beta$ gives $w \beta=(-1)^{p} \beta$. Clearly, the Leray form depends only on the function $P$ by which $V$ is represented. If $P(x)$ represents (up to higher order terms) the distance from $x$ to $V$, the ( $n-1$ )-form $\omega$ reduces to the Euclidean element of area on $S$. Statements concerning uniqueness follow directly from those discussed in the APL. In particular, the form $\omega+(d P) \gamma$, where $\gamma$ is any $(n-2)$-form, is also a solution of (A.1). Notice that if one assumes on $V$ some $\partial_{x_{j}} P \neq 0$ such that $d P=\left(\partial_{x_{j}} P\right) d x^{j}$, (A.2) reduces to

$$
\begin{equation*}
\omega=(-1)^{j-1} \frac{d x^{1} \cdots d x^{j-1} d x^{j+1} \cdots d x^{n}}{\partial_{x_{j}} P} . \tag{A.5}
\end{equation*}
$$

Similar arguments can be applied to an $(n-j)$-dimensional manifold defined locally by the equations: $P_{1}(x)=0, P_{2}(x)=0, \cdots, P_{j}(x)=0$. The $(n-j)$-form

$$
\begin{equation*}
\omega=\frac{\left(d P_{1} d P_{2} \cdots d P_{j}\right)^{*} d x^{N}}{\left(d P_{1} \cdots d P_{j}\right) *\left(d P_{1} \cdots d P_{j}\right)}=\frac{(-1)^{s} *\left(d P_{1} \cdots d P_{j}\right)}{\left(d P_{1} \cdots d P_{j}\right) \cdot\left(d P_{1} \cdots d P_{j}\right)} \tag{A.6}
\end{equation*}
$$

satisfies the relation

$$
\begin{equation*}
d x^{N}=d P_{1} d P_{2} \cdots d P_{j} \omega \tag{A.7}
\end{equation*}
$$

If $\gamma$ is any $(n-2 j)$-form, the form $\omega+\left(d P_{1} \cdots d P_{j}\right) \gamma$ is also a solution of (A.7). Furthermore, with the expression

$$
\begin{equation*}
d P_{1} \cdots d P_{j}=J\left(P_{1}, \cdots, P_{j} ; x_{1}, \cdots, x_{j}\right) d x^{1} \cdots d x^{j} \tag{A.8}
\end{equation*}
$$

where the Jacobian

$$
\begin{equation*}
J\left(P_{1}, \cdots, P_{j} ; x_{1}, \cdots, x_{j}\right)=\operatorname{det}\left\|\partial_{x_{i}} P_{k}\right\|_{(i, k=1, \cdots, j)} \tag{A.9}
\end{equation*}
$$

and with the adjoint operator identity $\left(\alpha_{1} \alpha_{2}\right)^{*}=\alpha_{2}^{*} \alpha_{1}^{*}$, the Leray form (A.6) becomes

$$
\begin{equation*}
\omega=\frac{d x^{j+1} \cdots d x^{n}}{J\left(P_{1}, \cdots, P_{j} ; x_{1}, \cdots, x_{j}\right)} . \tag{A.10}
\end{equation*}
$$

The preceding results coincide with those given in [9]. Note, however, that the present approach differs from the standard construct employed in [9]. For instance, (A.5) can be derived by introducing the local coordinates ( $u_{1}, \cdots, u_{n}$ ) $=u$ such that $u_{i}=x_{i}$ for $i \neq j$ and $u_{j}=P_{j}$, hence, $J(x ; u)=\left(\partial_{x_{j}} P\right)^{-1}$ and

$$
\begin{equation*}
d x^{N}=J(x ; u) d u^{1} \cdots d u^{j-1} d P d u^{j+1} \cdots d u^{n} . \tag{A.11}
\end{equation*}
$$

Equation (A.3) is recovered immediately from (A.1) and (A.11). On the other hand, the Leray form expressions (A.2) and (A.6) are globally valid and avoid the interjection of the local coordinate system.

Appendix B: The APL solution to the Kirchhoff diffraction of two spherical waves is exact. It will be shown that the 1 -term APL solution to the Kirchhoff diffraction of two spherical waves is exact; i.e., that $d \alpha_{0}=\beta_{1}$. Let $\rho_{j}=r_{j} \kappa_{j}$. The one-form (3.25) can then be rewritten as

$$
\begin{equation*}
\alpha_{0}=-g_{1} g_{2} \frac{* \rho_{1} \rho_{2}}{r_{1} r_{2}+\rho_{1} \cdot \rho_{2}} . \tag{B.1}
\end{equation*}
$$

Let

$$
\begin{equation*}
A=r_{1} r_{2}\left(r_{1} r_{2}+\rho_{1} \cdot \rho_{2}\right) \tag{B.2}
\end{equation*}
$$

and

$$
\begin{equation*}
B=2 r_{1} r_{2}+\rho_{1} \cdot \rho_{2} . \tag{B.3}
\end{equation*}
$$

Since

$$
\begin{equation*}
d\left(\rho_{1} \cdot \rho_{2}\right)=\rho_{1}+\rho_{2} \tag{B.4}
\end{equation*}
$$

one has

$$
\begin{equation*}
d A=\left(r_{1} r_{2}\right)^{-1}\left[\left(B+r_{1}^{2}\right) r_{2}^{2} \rho_{1}+\left(B+r_{2}^{2}\right) r_{1}^{2} \rho_{2}\right] \tag{B.5}
\end{equation*}
$$

so that

$$
\begin{equation*}
2 A-\left(d A^{*} \rho_{2}\right)=-\left(r_{1} r_{2}\right)^{-1} r_{2}^{2}\left[B\left(\rho_{1} \cdot \rho_{2}\right)+\left(r_{1} r_{2}\right)^{2}\right]=-\left(\frac{r_{2}}{r_{1}}\right)\left(r_{1} r_{2}+\rho_{1} \cdot \rho_{2}\right)^{2} \tag{B.6}
\end{equation*}
$$

and

$$
\begin{equation*}
2 A-\left(d A^{*} \rho_{1}\right)=-\left(\frac{r_{1}}{r_{2}}\right)\left(r_{1} r_{2}+\rho_{1} \cdot \rho_{2}\right)^{2} \tag{B.7}
\end{equation*}
$$

Consequently, with the identity

$$
\begin{equation*}
d^{*}(h \gamma)=h d^{*} \gamma-(d h)^{*} \gamma, \tag{B.8}
\end{equation*}
$$

where $h$ is a scalar function, $\gamma$ is any $q$-form and the codifferential operator [1, F. 19]

$$
\begin{equation*}
d^{*}=*^{-1} d *(-1)^{q} \tag{B.9}
\end{equation*}
$$

when it is applied to a $q$-form, and with the relation

$$
\begin{equation*}
d^{*}\left(\rho_{1} \rho_{2}\right)=2\left(\rho_{1}-\rho_{2}\right) \tag{B.10}
\end{equation*}
$$

one obtains
(B.11) $-(4 \pi)^{2} d \alpha_{0}=*\left[d^{*}\left(A^{-1} \rho_{1} \rho_{2}\right)\right]=A^{-2} *\left[2 A\left(\rho_{1}-\rho_{2}\right)+d A^{*}\left(\rho_{1} \rho_{2}\right)\right]$

$$
\begin{aligned}
& =A^{-2} *\left[\left(2 A-d A^{*} \rho_{2}\right) \rho_{1}-\left(2 A-d A^{*} \rho_{1}\right) \rho_{2}\right] \\
& =\left(r_{1} r_{2}\right)^{-1} *\left(\frac{\rho_{2}}{r_{2}^{2}}-\frac{\rho_{1}}{r_{1}^{2}}\right),
\end{aligned}
$$

so that

$$
\begin{equation*}
d \alpha_{0}=-g_{1} g_{2} *\left(\frac{\kappa_{2}}{r_{2}}-\frac{\kappa_{1}}{r_{1}}\right) \equiv \beta_{1} . \tag{B.12}
\end{equation*}
$$

Appendix C: Linear representation of a $\boldsymbol{p}$-form about a point. The inversion algorithm will be used in this appendix to generalize the following lemma to $p$-forms.

Lemma C.1. Let $f$ be a $C^{\infty}$ function in a convex neighborhood $M$ of the point $x_{0}=\left(0, \cdots, 0, x_{p+1}, \cdots, x_{n}\right)$ in $X$. Then

$$
\begin{equation*}
f(x)-f\left(x_{0}\right)=\sum_{j=1}^{p} x_{j} h_{j}(x) \tag{C.1}
\end{equation*}
$$

for some suitable $C^{\infty}$ functions $h_{j}$ defined in $M$, with $\left(\partial_{x_{j}} f\right)\left(x_{0}\right)=h_{j}\left(x_{0}\right)$.
Proof.

$$
\begin{aligned}
f(x)-f\left(x_{0}\right) & =\int_{0}^{1} \frac{d f}{d t}\left(t x_{1}, \cdots, t x_{p}, x_{p+1}, \cdots, x_{n}\right) d t \\
& =\int_{0}^{1} \sum_{j=1}^{p} \frac{\partial f}{\partial x_{j}}\left(t x_{1}, \cdots, t x_{p}, x_{p+1}, \cdots, x_{n}\right) x_{j} d t
\end{aligned}
$$

Therefore, set $h_{j}(x)=\int_{0}^{1}\left(\partial f / \partial x_{j}\right)\left(t x_{1}, \cdots, t x_{p}, x_{p+1}, \cdots, x_{n}\right) d t$.
Note that Lemma C. 1 is a simple extension of [13, Lemma 2.1]. Now consider the following lemma.

Lemma C.2. In $X$ let the p-form

$$
\begin{equation*}
\beta(x)=a_{J}(x) d x^{J}, \tag{C.2}
\end{equation*}
$$

where $J$ is the multi-index of length $p: J=j_{1} j_{2} \cdots j_{p}$, so that

$$
d x^{J}=d x^{j_{1}} d x^{j_{2}} \cdots d x^{j_{p}}
$$

With the subset $\mathcal{G}=\left\{j_{1}, j_{2}, \cdots, j_{p}\right\}$ of the set $\{1,2, \cdots, n\}$, let the one-form

$$
\begin{equation*}
\theta=\sum_{j \in \mathscr{F}} f_{j} d x^{j} \tag{C.3}
\end{equation*}
$$

where $f_{j}$ is a scalar function. Then, if not all of the $f_{j}$ are zero, the p-form (C.2) has the linear representation

$$
\begin{equation*}
\beta(x)=\theta \alpha(x) \tag{C.4}
\end{equation*}
$$

where $\alpha$ is some suitable $(p-1)$-form.
Proof. The relation (C.4) follows immediately from the inversion algorithm discussed in §2. In particular, the necessary condition

$$
\begin{equation*}
\theta \beta(x)=0 \tag{C.5}
\end{equation*}
$$

is trivially satisfied. Thus, since at least one $f_{j} \neq 0$, hence, $\theta \neq 0$, set

$$
\begin{equation*}
\alpha(x)=\left(\theta^{*} \theta\right)^{-1}\left[\theta^{*} \beta(x)\right] . \tag{C.6}
\end{equation*}
$$

## Corollary. Let the one-form

$$
\begin{equation*}
\theta=\sum_{j \in \mathscr{G}} c_{j} x_{j} d x^{j} \tag{C.7}
\end{equation*}
$$

where $c_{j}$ is a constant, and let $x_{0}=\left(x_{10}, \cdots, x_{n 0}\right)$ be the point whose components $x_{j 0}=0$ for $j \in \mathcal{G}$. Then about $x_{0}$ one has the linear representation

$$
\begin{equation*}
\beta(x)-\beta\left(x_{0}\right)=\theta H(x) . \tag{C.8}
\end{equation*}
$$

for some suitable $(p-1)$-form $H$.

The corollary is clearly a special case of Lemma C.2; a suitable $H$ is

$$
\begin{equation*}
H(x)=\left(\theta^{*} \theta\right)^{-1} \theta^{*}\left[\beta(x)-\beta\left(x_{0}\right)\right] \tag{C.9}
\end{equation*}
$$

Equation (C.8) is the desired generalization of (C.1).
Appendix D: A representation of the stationary phase amplitudes. The (modified) Laplacian

$$
\tilde{\Delta}_{u}=\eta \cdot \partial_{u}^{2} \equiv L_{u}
$$

applied to a $p$-form

$$
\alpha=\sum_{J} a_{J} d u^{J}
$$

where $J$ is a multi-index of length $p$, acts only on its coefficients:

$$
L_{u} \alpha=\sum_{J}\left(L_{u} a_{J}\right) d u^{J}
$$

If the $q$-form

$$
H_{j}=\sum_{I} h_{j I} d u^{I}
$$

where $I$ is a multi-index of length $q$ and the one-form

$$
\rho=\sum_{i=1}^{n} \eta_{i} u_{i} d u^{i}
$$

then
(D.1) $L_{u}\left(\rho H_{j}\right)=\sum_{i=1}^{n} \sum_{I}\left[\eta_{i} L_{u}\left(u_{i} h_{j I}\right)\right] d u^{i} d u^{I}$

$$
\begin{aligned}
& =\sum_{i=1}^{n} \sum_{I}\left[\eta_{i} u_{i}\left(L_{u} h_{j I}\right)\right] d u^{i} d u^{I}+2 \sum_{i=1}^{n} \sum_{l=1}^{n} \sum_{I}\left(\eta_{i} \eta_{l} \partial_{u_{l}} u_{i} \partial_{u_{l}} h_{j I}\right) d u^{i} d u^{I} \\
& =\rho L_{u} H_{j}+2 \sum_{i=1}^{n} \sum_{I}\left(\partial_{u_{i}} h_{j I}\right) d u^{i} d u^{I}=\rho L_{u} H_{j}+2 d_{u} H_{j} .
\end{aligned}
$$

With the identity

$$
d_{u} \circ L_{u}=L_{u} \circ d_{u}
$$

repeated applications of (D.1) give

$$
\begin{aligned}
L_{u}^{m}\left(\rho H_{j}\right) & =L_{u}^{m-1}\left(\rho L_{u} H_{j}+2 d_{u} H_{j}\right)=L_{u}^{m-2}\left[\rho L_{u}^{2} H_{j}+2 d_{u}\left(L_{u} H_{j}\right)+2 L_{u}\left(d_{u} H_{j}\right)\right] \\
& =L_{u}^{m-2}\left[\rho L_{u}^{2} H_{j}+4 L_{u}\left(d_{u} H_{j}\right)\right]=\cdots=\rho L_{u}^{m} H_{j}+2 m L_{u}^{m-1}\left(d_{u} H_{j}\right) .
\end{aligned}
$$

Thus,

$$
\begin{equation*}
\tilde{\Delta}_{u / 0}^{m}\left(\rho H_{j}\right)=2 m \tilde{\Delta}_{u / 0}^{m-1}\left(d_{u} H_{j}\right) \tag{D.2}
\end{equation*}
$$

Now consider the $p$-form $\beta\left(u, x_{0}\right)$ and the $(p-1)$-form $H_{j}\left(u, x_{0}\right)$ which satisfy the system

$$
\begin{aligned}
& \beta_{j}\left(u, x_{0}\right)=\beta_{j}\left(0, x_{0}\right)+\rho H_{j}\left(u, x_{0}\right) \quad(0 \leq j \leq m), \\
& \beta_{j}\left(u, x_{0}\right)=-d_{u} H_{i-1} \quad(1 \leq i \leq m+1) .
\end{aligned}
$$

Equation (D.2) then gives

$$
\tilde{\Delta}_{u / 0}^{m} \beta_{j}\left(u, x_{0}\right)=-2 m \tilde{\Delta}_{u / 0}^{m-1} \beta_{j+1}\left(u, x_{0}\right) .
$$

Therefore,

$$
\begin{aligned}
\tilde{\Delta}_{u / 0}^{j} \beta_{0}\left(u, x_{0}\right) & =-2 \tilde{\Delta}_{u / 0}^{j-1} \beta_{1}\left(u, x_{0}\right)=(-2)^{2} j(j-1) \tilde{\Delta}_{u / 0}^{j-2} \beta_{2}\left(u, x_{0}\right) \\
& =\cdots=(-2)^{j} j!\beta_{j}\left(0, x_{0}\right)
\end{aligned}
$$

hence

$$
\begin{equation*}
\beta_{j}\left(0, x_{0}\right)=\left(-\frac{1}{2}\right)^{j}\left\{\frac{1}{j!} \tilde{\Delta}_{u / 0}^{j}\right\} \beta_{0}\left(u, x_{0}\right) . \tag{D.3}
\end{equation*}
$$

Consequently, with the $n$-form

$$
\beta_{j}\left(u, x_{0}\right)=G_{j}\left(u, x_{0}\right) d u^{N},
$$

(D.3) yields

$$
\begin{equation*}
G_{j}\left(0, x_{0}\right)=\left(-\frac{1}{2}\right)^{j}\left\{\frac{1}{j!} \tilde{\Delta}_{u / 0}^{j}\right\} G_{0}\left(u, x_{0}\right) \tag{D.4}
\end{equation*}
$$

## REFERENCES

[1] G. A. Deschamps, Electromagnetics and differential forms, Proc. IEEE, 69 (1981), pp. 676-696.
[2] F. W. Warner, Foundations of Differential Manifolds and Lie Groups, Scott, Foresman \& Co., Glenview, IL, 1971.
[3] H. Flanders, Differential Forms, Academic Press, New York, 1963.
[4] N. Bleistein and R. A. Handelman, Asymptotic Expansions of Integrals, Holt, Rinehart and Winston, New York, 1975.
[5] M. V. Fedoryuk, The stationary phase method in the multidimensional case. Contribution from the region boundary, Zh. Vychisl. Mat. i Mat. Fiz., 10 (1970), pp. 286-299; USSR Comp. Math. Math. Phys., 10 (1970), pp. 5-23.
[6] K. Miyamoto and E. Wolf, Generalization of the Maggi-Rubinowicz theory of the boundary diffraction wave-Part I, J. Opt. Soc. Amer., 52 (1962), pp. 615-625.
[7] $\qquad$ , Generalization of the Maggi-Rubinowicz theory of the boundary diffraction wave-Part II, J. Opt. Soc. Amer., 52 (1962), pp. 626-637.
[8] A. Rubinowicz, The Miyamoto-Wolf diffraction wave, Progress in Physics, Vol. IV, E. Wolf, ed., North-Holland, Amsterdam, 1965, pp. 201-240.
[9] I. M. Gelfand and G. E. Shilov, Generalized Functions, Vol. I: Properties and Operations, Academic Press, New York, 1964.
[10] D. S. Jones and M. Kline, Asymptotic expansion of multiple integrals and the method of stationary phase, J. Math. Phys., 37 (1958), pp. 1-28.
[11] A. Erdelyi, Asymptotic Expansions, Dover, New York, 1956.
[12] E. T. Copson, Asymptotic Expansions, Cambridge Univ. Press, Cambridge, 1965.
[13] J. Milnor, Morse Theory, Princeton Univ. Press, Princeton, NJ, 1969.
[14] R. W. Ziolkowski, The Maslov method and the asymptotic Fourier transform: caustic analysis, Ph. D. Thesis, Univ. Illinois, Urbana, September 1981.


[^0]:    *Received by the editors August 2, 1982, and in revised form February 5, 1983. This work was supported in part by the National Science Foundation under grant NSF-ENG-77-20820 and under the auspices of the U.S. Department of Energy by the Lawrence Livermore National Laboratory under contract W-7405-ENG-48.
    ${ }^{\dagger}$ Electronics Engineering Department, L-156, Lawrence Livermore National Laboratory, Livermore, California 94550.
    ${ }^{\ddagger}$ Department of Electrical Engineering, University of Illinois, Urbana, Illinois 61801.

