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AbstrAct

Edge caching and the centralization of base-
band processing by means of the C-RAN archi-
tecture are among the most promising and 
transformative trends in the evolution of wire-
less networks. A key advantage of C-RAN is the 
possibility to perform cooperative transmission 
across multiple edge nodes, such as small cell base 
stations, thanks to centralized cloud processing. 
Cloud processing, however, comes at the cost of 
the potentially large delay entailed by fronthaul 
transmission between edge and cloud. In contrast, 
edge caching enables the low-latency transmission 
of popular multimedia content, but at the cost of 
constraining the operation of the edge nodes to 
decentralized transmission strategies with limited 
interference management capabilities. In order to 
accommodate the broad range of quality of ser-
vice requirements of mobile broadband communi-
cation, in terms of spectral efficiency and latency, 
that are envisioned to be within the scope of 5G 
systems and beyond, this article considers a hybrid 
architecture, referred to as fog RAN (F-RAN), 
that harnesses the benefits of, and the synergies 
between, edge caching and C-RAN. In an F-RAN, 
edge nodes may be endowed with caching capabil-
ities, while at the same time being controllable 
from a central cloud processor as in a C-RAN. In 
this article, an information-theoretic framework 
is presented that aims to characterize the main 
trade-offs between performance of an F-RAN, 
in terms of worst case delivery latency, and its 
resources: caching and fronthaul capacities.

IntroductIon
Edge processing and cloudification are among 
the most promising trends in the evolution of 
wireless network architectures toward the spec-
ification of fifth generation (5G) systems and 
beyond. Edge processing refers to the place-
ment of storage and computing resources at the 
network edge, that is, closer to the users. This 
localization of content and computing caters to 
low-latency or location-based applications, as 
well as to multimedia transmission with local 
content reuse [1]. Cloudification amounts to the 
complementary trend toward the decoupling 
of physical network elements, such as base sta-

tions, from the control and processing logic that 
is implemented centrally at a cloud processor. 
The resulting sharing of the control and process-
ing resources of the cloud across multiple net-
work elements yields significant gains in terms 
of capital and operating expenses, flexibility in 
ownership models, statistical multiplexing, and 
interference management [2].

A network architecture based on edge pro-
cessing is illustrated in Fig. 1a. Here, edge nodes 
(ENs), such as base stations or eNBs in Long Term 
Evolution (LTE), are equipped with local caches 
that can be used to store popular content, most 
notably multimedia files, with the aim of reduc-
ing the delivery latency and the overhead on the 
backhaul connections to the content server. Edge 
processing via caching provides an ideal solution 
for data traffic classes, such as video, character-
ized by high local content reuse [1]. A scenario with 
cloudification of the functionalities of the ENs, also 
known as the cloud radio access network (C-RAN), 
is depicted in Fig. 1b. In this architecture, the ENs 
are connected to the cloud processor by so-called 
fronthaul links. Due to the enhanced interference 
management capabilities afforded by centralized 
baseband processing at the cloud, which can oper-
ate jointly across all connected ENs, C-RANs are 
particularly well suited to enhance the spectral and 
cost efficiency of interference-limited dense deploy-
ments with less stringent delay constraints [2].

To summarize, while C-RAN provides high 
spectral efficiencies thanks to cooperative cloud-
based transmission, but at potentially large laten-
cies due to fronthaul transmission, edge caching 
enables the low-latency delivery of popular con-
tent, but with limited interference management 
capabilities because of decentralized baseband 
processing at the ENs. Recognizing that mod-
ern wireless networks, including 5G systems, 
are expected to cater to a broad range of quali-
ty of service requirements for mobile broadband 
communication, in terms of spectral efficiency 
and latency, a hybrid architecture was recently 
advocated [3, 4], which is illustrated in Fig. 2 and 
referred to as fog RAN (F-RAN). In an F-RAN, 
ENs may be endowed with caching capabilities, 
while at the same time being controllable from 
a central cloud processor. As such, the F-RAN 
architecture captures the key benefits of central-
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ized baseband processing and low-latency deliv-
ery of C-RAN and edge caching, respectively. It 
should, however, be noted that the F-RAN archi-
tecture does not retain the important C-RAN fea-
ture of a reduced deployment cost for the ENs [2], 
which, unlike for a C-RAN, need to be provided 
with baseband processing capabilities so as to be 
able to locally process the cached content.

The main goal of this article is to lay the theoret-
ical foundations for the study of the optimal oper-
ation of an F-RAN architecture. Optimal design 
requires edge caching, fronthaul, and wireless 
transmission to be jointly designed so as to lever-
age the discussed synergistic and complementary 
features of edge processing and virtualization. The 
resulting design problem is extremely challeng-
ing, as it includes the joint optimization of cach-
ing, fronthaul, and transmission policies, making 
a brute force approach prohibitive. To overcome 
these challenges, in this article, we propose and 
analyze a novel information-theoretic framework 
with the aims of illuminating the main trade-
offs between the system performance in terms of 
latency on one hand, and the resources available 
for caching, fronthaul, and wireless transmission 
on the other, as well as revealing design guidelines 
for the optimal design of F-RAN via analytical 
arguments. Examples are offered to illustrate the 
merits of the proposed approach. References [5, 
6] provide the technical details that are omitted 
here in order to focus on the key ideas.

The rest of the article is organized as follows. 
We present the proposed information-theoretic 
model and performance metrics, along with the 
design space for an F-RAN, which encompass-
es caching, fronthaul, and transmission policies. 
We present two case studies that exemplify the 
analysis afforded by the proposed framework. 
Generalizations are discussed that concern the 
impact of imperfect channel state information 
(CSI) and of the network topology. Finally, we 
present some concluding remarks and an outlook 
on open problems and research issues.

InformAtIon-theoretIc 
model And desIgn spAce

As illustrated in Fig. 3, we consider an F-RAN 
architecture with M edge nodes (ENs), which can 
serve a set of K users over a shared wireless chan-
nel. The ENs are connected to the cloud by means 
of fronthaul links of capacity CF bits per symbol 
(of the edge wireless channel) for each EN. The 
capacity CF is assumed to be fixed, reflecting con-
ventional scenarios in which fronthaul links corre-
spond to dedicated wired connections [2]. Each 
EN is equipped with a cache of limited size.

We assume the presence of a library of N files, 
each of length L bits, which represent the content 
that may be requested by users. As in the majority 
of related analyses [1, 7, 8], this library of popular 
files is assumed to remain unchanged during the 
period of time over which the content of the ENs’ 
caches is not refreshed. For instance, caches may 
be updated in the early morning, when the traffic 
load is at a minimum, and kept unmodified for the 
rest of the day. The period of time in which caches 
and library are assumed to be fixed encompasses 
multiple transmission intervals, which are identi-
fied by an index t = 1, 2, …, .

We focus here on the scenario in which no 
popularity distribution is available to describe 
the relative likelihood that one of the files is 
selected by a user, so all files are equivalent and 
may potentially be requested [7, 8]. The cache of 
each EN can store μNL bits for some fractional 
cache size 0 ≤ μ ≤ 1.

At each transmission interval t, users issue a 
vector of requests. We make no assumption on 
the nature of the time variability of the demands 
made by users. The collective time-varying wire-
less CSI H(t) at transmission interval t collects 
all the channel coefficients that characterize the 
propagation between all the ENs and the kth user. 
These coefficients describe the channel profile in 
the frequency and/or time domain for the given 
spectral and temporal resources allocated at trans-
mission interval t to a pair of EN and user. For 
the sake of illustration, following a conventional 
modeling choice [9], we focus here on the setting 
in which the channel coefficients are generated 
independent from an identical continuous distri-
bution. Besides fading, the channel model for the 
wireless segment includes additive Gaussian noise. 
Topological constraints are discussed later.

In order to avoid the explicit dependence 
on the bandwidth of the edge wireless channel, 
throughout, rates are measured in bits per symbol 
of the wireless channel, and time metrics are mea-

Figure 1. a) A cellular architecture based on edge processing in which some 
edge nodes are equipped with caches; b) the C-RAN architecture with 
centralization of edge nodes’ baseband processing by means of a cloud 
processor and a fronthaul network.
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sured in terms of number of symbols of the wireless 
channel, or symbols for short.1

Design Space. The design problem entails the 
optimization of the joint caching-fronthaul-trans-
mission policy. Here we summarize the design 
space under the assumption of full CSI at the 
ENs and at the cloud. We discuss the impact of 
imperfect CSI later.

Cache storage policy: The caching policy oper-
ates at the discussed timescale over which the set 
of popular files is expected to remain constant 
(e.g., one day), which contains many transmis-
sion intervals (indexed by t). The caching policy 
is defined by a function that decides the cache 
content of each EN. The latter must satisfy the 
cache capacity constraint, that is, the size of the 
content stored at each EN cannot exceed μNL 
bits (Fig. 3). We note that the cache of each EN 
is populated based solely on the library of files, 
without knowledge of the instantaneous users’ 
demands as well as without CSI, which vary 
across transmission intervals t.

A general approach to cache storage is to split 
each file into a number of fragments of a certain 
size and to adopt one of the following classes of 
policies: uncoded caching and coded caching. 
For uncoded caching, each EN stores a subset 
of the fragments depending on the normalized 
cache size μ. Uncoded caching policies can cre-
ate virtual and overlapping clusters of collabo-
rative ENs, where cooperative transmission can 
be carried out over shared file fragments. For 
coded caching, one can allow for both intra-file 
coding (i.e., coding within the fragments of a file) 
and inter-file coding (i.e., coding across different 
files). Note that coded fragments could also be 
replicated across ENs to benefit from coopera-
tive transmission as in [10].

Fronthaul policy: The fronthaul policy, as well 
as the transmission policy, operate separately 
over each transmission interval t as a function of 
the instantaneous demands of the users as well 
as of the CSI of the shared wireless medium. 
Accordingly, the fronthaul policy is defined by 
a function of the instantaneous demands and of 
the CSI that determine the duration TF of the 

fronthaul transmission (measured by normalizing 
with respect to the duration of a symbol of the 
edge wireless channel). The fronthaul message 
cannot exceed TFCF bits, where CF denotes the 
fronthaul capacity as seen above. Note that the 
fronthaul policy can hence control the fronthaul 
duration within the given transmission interval.

We can identify two main approaches to the 
design of the fronthaul policy:
• Hard-transfer mode, whereby fragments — 

coded or uncoded following the classifica-
tion of caching policies mentioned above 
— are transferred to the ENs

• Soft-transfer mode, whereby the cloud direct-
ly encodes the files, producing baseband sig-
nals that are quantized and sent over the 
fronthaul links on the ENs following the 
C-RAN principle [2]

The design of fronthaul policies in the 
hard-transfer mode, including the selection of 
coded or uncoded strategies, follows the guide-
lines discussed above for caching policies, with 
the important caveat that the fronthaul policy 
can adapt the choice of fragments to be sent to 
ENs to the users’ current demands.

To illustrate the design space for soft-transfer 
mode, consider first the scenario with no caches 
(i.e., a C-RAN system). Here, the optimization 
of fronthaul policies is equivalent to that of the 
transmission over a broadcast channel in which 
the set of ENs form a multi-antenna transmitter, 
with the limitation that the encoded baseband sig-
nals are subject to the distortion caused by front-
haul quantization. In a more general F-RAN, the 
design space acquires novel degrees of freedom 
due to the interplay between coding at the cloud, 
as in a C-RAN, and coding at the ENs, based on 
the locally cached content. For instance, each EN 
may transmit a superposition of the quantized 
baseband signal received on the fronthaul link and 
of a function of the cached content. Since the lat-
ter is not subject to any quantization noise, this 
can potentially enhance the performance.

Edge transmission policy: The edge transmis-
sion policy, or transmission policy for short, oper-
ates on each transmission interval and selects the 
codewords sent on the wireless channel by all the 
ENs, and hence also their duration TE, under an 
average power constraint given by the parameter 
P. Note that the codeword transmitted by each 
EN can depend on the local cache, the received 
fronthaul message, the instantaneous demands, 
and the CSI. As elaborated above, the design 
of transmission policies is strongly interdepen-
dent with the caching and fronthaul policies. For 
instance, with uncoded caching and hard-transfer 
operation of the fronthaul, the transmission poli-
cy design amounts to the problem of coding over 
a single-hop interference network with arbitrary 
sets of messages at the ENs.

Latency Metric: Normalized Delivery Time. 
In order to compare different design choices and 
to enable system optimization, we adopt the per-
formance metric of the delivery time, that is, the 
time required by the system to satisfy arbitrary 
users’ requests in a given transmission interval. 
Neglecting the time needed for the cloud and 
the ENs to register the users’ requests, delivery 
latency is generally affected by the time required 
for transmission on the two segments of fron-

Figure 2. The F-RAN architecture under study that provides a synthesis 
between edge and cloud processing: ENs may be endowed with caching 
capabilities as well as with fronthaul connections to the cloud processor.
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thaul network and wireless channel. Different 
assumptions can be made regarding the level of 
pipelining possible between transmissions on the 
two segments. For example, ENs may immedi-
ately start transmitting on the wireless channel 
while at the same time receiving information on 
the fronthaul links, which can be causally encod-
ed into the wireless transmission. In this work, 
we focus on a baseline scenario in which no 
pipelining is possible, in the sense that fronthaul 
transmission is followed by wireless transmission.

To elaborate, we first define the delivery 
time per bit Δ(μ, CF, P) = (TE + TF)/L, which 
measures the latency within each transmission 
interval for the worst case users’ request vector, 
as normalized by the size of the file L. Follow-
ing the standard Shannon-theoretic framework, 
the file size L and the blocklengths TE and TF 
are allowed to be arbitrarily large so as to satisfy 
any desired level of probability of error (see also 
[11]). The optimal latency performance is in prin-
ciple obtained by minimizing the delivery time 
per bit Δ(μ, CF, P) over all possible caching-fron-
thaul-transmission policies. This optimization is 
generally prohibitive and is also dependent on all 
parameters (μ, CF, P). 

With the aim of obtaining analytical insights, 
we propose a novel tractable metric that retains 
the key dependence of latency on cache size 
and fronthaul capacity while adopting a high-
signal-to-noise ratio (SNR) approximation in the 
vein of the by now standard degrees of freedom 
(DoF) analysis of interference networks [9]. To 
this end, we let the fronthaul capacity scale with 
the SNR parameter P as CF = r log(P), where r 
is a parameter that measures the capacity scaling 
of the fronthaul links’ capacity as compared to 
the wireless channel.

The key idea is to evaluate the relative laten-
cy between the F-RAN system under study and 
that of a baseline system with no interference and 
unlimited caching, in which each user can be 
served by a dedicated EN that has all files. The 
delivery time per bit of this ideal system is well 
known to be 1/log(P), and hence we define the 
normalized delivery time (NDT) δ(μ, r) as the 
limit of the ratio Δ(μ, CF, P)/(1/ log(P)) for large 
SNR P on the wireless channel. As such, an NDT 
of δ indicates that the worst case time required to 
serve any possible request is δ times larger than the 
time that would be needed by the baseline system. 
Optimizing over all possible policies yields the 
minimum NDT δ*(μ, r).

Based on the definitions above, in the pro-
posed framework, the goal of the analysis is the 
characterization of the novel metric NDT δ*(μ, 
r) that captures the interplay between latency 
and resources, that is, the normalized cache stor-
age μ and the fronthaul multiplexing gain r.

cAse studIes

cAse studY 1: edge cAchIng In
Interference-lImIted scenArIos

We fi rst consider systems with edge caching oper-
ating over interference-limited channels with no 
fronthaul as illustrated in Fig. 1a. We note that 
the conventional design of cache-aided wireless 
systems abstracts the contribution of the physi-
cal layer by assuming fixed coverage areas and 
implicitly assumes uncoordinated ENs (see, e.g., 
[12]). In contrast, it has been recently recognized 
that, in the presence of shared content in the 
ENs’ caches, the ENs are enabled to use more 
sophisticated transmission schemes, including 
coordinated beamforming and precoding. The 

Figure 3. Information-theoretic model for F-RAN.
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interplay between caching and cooperative trans-
mission was first studied in [10], in which it is 
proposed to store the same erasure-coded pack-
ets at all ENs in order to allow for joint beam-
forming across all ENs. These works are based 
on dynamic optimization arguments and signal 
processing. In [8], instead, the cache allocation 
problem was studied under an information-the-
oretic framework, from the point of view of DoF 
analysis, for a scenario with three ENs and users, 
under the assumption that all the requested fi les 
are cached at ENs.

To illustrate the insights afforded by the NDT 
analysis, we consider the setup in Fig. 3a in which 
two ENs, labeled EN1 and EN2, are deployed 
to serve two users. Figure 3b shows the informa-
tion-theoretically optimal trade-off curve between 
the NDT δ* and the fractional cache size μ as 
obtained in [5] under the constraint of uncoded 
inter-file caching. Note that this performance 
trade-off always results in a convex curve [5]. To 
take some exemplifying operating points on the 
curve, for μ = 1, both ENs can store all fi les, and 
hence full cooperative transmission can take place 
(i.e., via zero-forcing beamforming for any set of 
users’ requests), yielding δ* = 1. This implies that 
the latency performance is the same as that of the 
mentioned baseline ideal system. On the other 
hand, at μ = 1/2, which is the smallest cache size 
to enable delivery of any vector of requests, the 
NDT increases to δ* = 3/2 and is achieved via 
interference alignment [5], revealing the perfor-
mance loss due to partial caching.

cAse studY 2: fronthAul processIng And

edge cAchIng for f-rAns

We now elaborate on a full-fl edged F-RAN sce-
nario with cloud processing and edge caching for 
F-RANs as illustrated in Fig. 2. As a case study, 
we consider the F-RAN topology shown in Fig. 
4a, in which the edge nodes EN1 and EN2 are 
endowed with caches, as discussed in the previ-
ous example, but are also connected to the cloud 
by means of fronthaul links with given capaci-
ties. From a signal processing viewpoint, the joint 

design of beamforming and fronthaul processing 
in hard-transfer mode, where the latter deter-
mines which ENs receive each non-cached file 
on the fronthaul links, is studied in [13, 14] for a 
fi xed pre-defi ned cache allocation.

Figures 4b and 4c show the optimal NDT 
trade-off derived in [6], again under the assump-
tion of uncoded caching. We first note that 
NDT trade-off identifi es two distinct regimes in 
terms of the fronthaul capacity, a low-fronthaul 
capacity regime with r ≤ 1 and a high-fronthaul 
capacity regime with r > 1. In the latter case, the 
use of both fronthaul and caching resources is 
necessary in order to obtain the optimal NDT 
performance, while in the former, if the cache 
capacity is suffi ciently large (i.e., if μ ≥ 1/2), it is 
suffi cient to leverage the cache storage resources 
to achieve the optimal performance.

To provide additional insights on the calcu-
lation and significance of the NDT metric, we 
now briefl y discuss the scheme that achieves the 
NDT δ*(μ = 0, r) = 1 + 1/r. The case μ = 0 
corresponds to the setting in which the ENs have 
no cache storage capability. A finite NDT can 
hence only be achieved by using the fronthaul 
resources. As discussed, the fronthaul links can 
be utilized in either hard- or soft-transfer mode. 
With hard transfer, the cloud can transmit both 
requested files to each EN, and then the ENs 
can use the same fully cooperative zero-forcing 
approach adopted for μ = 1, as discussed above. 
Since the fronthaul links have capacities CF = r 
log(P) each and 2L bits need to be sent to both 
ENs, the achievable NDT can be computed as δ 
= 1+2/r. However, hard transfer turns out to be 
suboptimal in this scenario. The optimal NDT is 
in fact achieved through a soft-transfer scheme, 
whereby the cloud implements zero-forcing 
beamforming and quantizes the resulting base-
band signals. It can be shown [6] that this scheme 
entails a fronthaul latency that equals the edge 
latency multiplied by 1/r, since the scheme uses 
a resolution of around log(P) bits per downlink 
sample. As a result, it yields the optimal NDT δ* 
= 1 + 1/r.

Figure 4. a) Model for an edge caching architecture for M = 2 ENs serving K = 2 users; b) Trade-off 
between δ* (normalized delivery time or NDT) and μ (fractional cache size of the ENs).
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generAlIZAtIons
In this section, we discuss two generalizations of 
the information-theoretic framework studied so 
far with the aim of accounting for imperfect CSI 
and for the impact of topology. Other general-
izations of interest, not further discussed here, 
include the investigation of the impact of pipe-
lining of fronthaul and wireless transmissions; the 
consideration of online caching strategies in which 
the caches can be updated based on the signals 
received from the cloud on the fronthaul [15]; and 
the study of the impact of limited reliability trans-
mission in the fi nite blocklength regime.

the ImpAct of Imperfect csI
In an F-RAN, for both time-division duplex 
(TDD) and frequency-division duplex (FDD) 
operations of the wireless channel, CSI is fi rst esti-
mated at the ENs, either directly through uplink 
training for TDD or indirectly via feedback for 
FDD, and then conveyed to the cloud through the 
fronthaul links. Furthermore, the CSI acquired at 
the EN is typically local in the sense that it only 
pertains to the channels describing propagation 
from the given EN, and not from the other ENs, 
to the users. As a result, in an F-RAN, the CSI 
model has the following two unique features:
• Heterogeneous CSI timeliness: CSI acquired 

at the ENs is more current than the CSI 
available at the cloud due to the delay in 
fronthaul transfer between ENs and cloud.

• Global vs. local CSI: The ENs have local, 
more timely, CSI, and the cloud has global, 
but more delayed, CSI.

We next describe the proposed system model 
that aims at capturing these aspects, as well as 
the significant novel challenges that arise from 

the study of F-RANs with imperfect CSI in terms 
of both policy design and converse arguments.

As an exemplifying illustration of the main new 
challenges that arise in the design of caching, fron-
thaul, and transmission policies due to the hetero-
geneity of the CSI timeliness at ENs and cloud, we 
now consider the M = 2-EN and K = 2-user exam-
ple studied above in which possibly delayed CSI is 
available at the ENs. We focus here for simplicity 
on the setup with r = 0 so that only caching, and 
no cloud transmission, is considered. The resulting 
NDT trade-off is shown in Fig. 6. The fi gure illus-
trates the impact of increasing delays at the ENs on 
the NDT, starting from no delay, to delay as large 
as coherence time or “stale” CSI, ending with no 
CSI at the ENs. Focusing on the operating point 
with μ = 1/2, we observe that when CSI is timely, 
the minimum NDT of 3/2 is achieved via a scheme 
based on interference alignment as discussed above 
and in [12]. Moreover, when CSI is outdated, the 
effect of “stale” CSI is reflected in an increase of 
the NDT to 5/3, which can be achieved via a trans-
mission scheme that uses “stale” CSI [5]. Final-
ly, when there is no CSI, an NDT of 2 is achieved 
by independent transmissions to each of the users 
(e.g., using time division), requiring twice the time 
compared to full CSI.

ImpAct of network topologY

Here, we focus on a general network topology, 
in which a user may be in the coverage of only a 
subset of ENs, hence receiving at negligible power 
for the rest of the ENs. This scenario captures the 
operation of larger-scale networks in which ENs 
cover different, but possibly overlapping, areas. 
Specifically, the system model discussed above 
is modified here by allowing the channel gains 

Figure 5. a) Model for an F-RAN system for M = 2 ENs serving K = 2 users; b–c) Optimal NDT trade-
off as a function of μ (fractional cache size per EN) and fronthaul capacity CF = r log(P). The trade-
off has distinct regimes of operations for two cases: (b) r ≤ 1; (c) r > 1.
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The CSI acquired at the 

EN is typically local in 

the sense that it only 

pertains the channels 

describing propagation 

from the given EN, and 

not from the other ENs, 

to the users. As a result, 

in an F-RAN, the CSI 

model has the following 

two unique features: 

heterogeneous CSI 

timeliness and

global vs. local CSI.
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between given pairs of ENs and users to be zero, 
signifying the fact that a user is outside the cover-
age of an EN. We characterize the connectivity of 
a given topology by the parameter l, which denotes 
the minimal number of ENs that cover any user u. 
In order to avoid uninteresting pathological cases 
and maintain tractability, we further assume that 
M = K and each EN covers the same number of 
users. For instance, the choice l = M corresponds 
to a fully connected network and l = 1 corresponds 
to non-interfering point-to-point channels.

We provide now an example that shows that 
coded caching can provide unbounded gains in 
general topologies. Consider a ring topology with 
l = 2, in which there are three equally spaced ENs, 
and three users placed between two successive 
ENs and connected only to the two nearby ENs. 
Assume that μ = 1/2 and that r = 0. With uncoded 
caching, each EN can hence at most store at most 
half of every file. Therefore, it can be seen that due 
to the limited connectivity, there are users’ requests 
that cannot be met, yielding an unbounded NDT. 
For instance, if EN1 and EN2 store the first half 
of a given file and EN3 the other, a user connect-
ed only to EN1 and EN2 cannot recover the file 
if requested. Instead, with coded caching, we split 
a file A into two equal size fragments A1 and A2. 
EN1 can cache the first half A1 of the file, EN2 can 
cache the second half A2, and EN3 the intra-file 
coded fragment A1 ⊕ A2 given by the XOR of the 
two fragments. With this coded caching scheme, 
the NDT is finite since a user attached to any two 
ENs can recover any file. Note that this amounts to 
the use of an (n, k) = (3, 2) MDS code. 

concludIng remArks And outlook
The F-RAN architecture leverages the synergies 
between cloud processing and edge caching to 
offer performance advantages in terms of laten-

cy and spectral efficiency. In this article, we have 
introduced an information-theoretic framework 
that aims at capturing the key trade-off between 
delivery latency and main system resources, name-
ly fronthaul capacity and caching storage capacity. 
We have provided a number of use cases, exempli-
fying examples, and open problems. In presenting 
the framework at a high level, the authors hope to 
stimulate research on the topic. 
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Figure 6. Impact of CSI on latency for F-RANs.
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