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Abstract

The fact that the signature is widely used as a means of personal verification emphasizes the need for an automatic verification system. Verification can be performed either Offline or Online based on the application. Online systems use dynamic information of a signature captured at the time the signature is made. Offline systems work on the scanned image of a signature. In this paper we present a method for Offline Verification of signatures using a set of simple shape based geometric features. The features that are used are Baseline Slant Angle, Aspect Ratio, Normalized Area, Center of Gravity and the Slope of the line joining the Centers of Gravity of two halves of a signature image. Before extracting the features, preprocessing of a scanned image is necessary to isolate the signature part and to remove any spurious noise present. The system is initially trained using a database of signatures obtained from those individuals whose signatures have to be authenticated by the system. For each subject a mean signature is obtained integrating the above features derived from a set of his/her genuine sample signatures. This mean signature acts as the template for verification against a claimed test signature. Euclidian distance in the feature space between the claimed signature and the template serves as a measure of similarity between the two. If this distance is less than a pre-defined threshold (corresponding to minimum acceptable degree of similarity), the test signature is verified to be that of the claimed subject else detected as a forgery. The details of preprocessing as well as the features depicted above are described in the paper along with the implementation details and simulation results. The advantages and limitations of the method and also scope for improving the method are discussed. 

I. Introduction

Signature has been a distinguishing feature for person identification through ages. Even today an increasing number of transactions, especially financial, are being authorized via signatures, hence methods of automatic signature verification must be developed if authenticity is to be verified on a regular basis. Approaches to signature verification fall into two categories according to the acquisition of the data: On-line and Off-line. On-line data records the motion of the stylus while the signature is produced, and includes location, and possibly velocity, acceleration and pen pressure, as functions of time [2]. Online systems use this information captured during acquisition. These dynamic characteristics are specific to each individual and sufficiently stable as well as repetitive. Off-line data is a 2-D image of the signature. Processing Off-line is complex due to the absence of stable dynamic characteristics. Difficulty also lies in the fact that it is hard to segment signature strokes due to highly stylish and unconventional writing styles. The non-repetitive nature of variation of the signatures, because of age, illness, geographic location and perhaps to some extent the emotional state of the person, accentuates the problem. All these coupled together cause large intra-personal variation. A robust system has to be designed which should not only be able to consider these factors but also detect various types of forgeries [3]. The system should neither be too sensitive nor too coarse. It should have an acceptable trade-off between a low False Acceptance Rate (FAR) and a low False Rejection Rate (FRR). 

We approach the problem in two steps. Initially the scanned signature image is preprocessed [5] to be suitable for extracting features. Then the preprocessed image is used to extract relevant geometric parameters that can distinguish signatures of different persons. Section II deals with the preprocessing steps and Section III explains the features that are extracted followed by the verification procedure in Section IV. Implementation details and simulation results are listed in Section V. The conclusion follows in Section VI.

II. Pre-processing

The scanned signature image may contain spurious noise and has to be removed to avoid errors in the further processing steps. The gray image Io of size M*N is inverted to obtain an image Ii in which the signature part consisting of higher gray levels forms the foreground. 

Ii(i,j) = Io,max - Io(i,j)                                          …………………..(1)

where Io,max is the maximum gray-level. The background, which should be ideally dark, may consist of pixels or group of pixels with gray values between that of background and foreground. These are removed by performing a row averaging process to generate the row averaged image Ira, which is given by,

Ir(i,j) = Ii(i,j) - l=1(M Ii(l,j)/M

Ira(i,j) = Ir(i,j) if Ir(i,j) > 0

                                               = 0
otherwise              

……………………(2) 

Further noise removal and smoothening is achieved using an n*n averaging filter to generate the cleaned image Ia.

Ia(i,j) = 1/9 ( l=i-1(i+1 k=j-1(j+1 Ira(l,k) ) 
…………………..(3)

The gray image is converted into binary image by threshold decomposition, thereby isolating the foreground comprising the signature from the background. This binary image is further used for feature extraction. Most of the histogram based thresholding techniques work on the assumption that foreground area is comparable to that of background area. Generally in a signature image the mode of foreground is much less compared to that of the background. Hence, in order to make foreground mode comparable to that of the background, attenuation of the background mode is performed on the histogram H of the cleaned image Ia. To perform this the Global mode Gm and the Foreground mode Fm are determined,

Gm = Max Hi, i in the dynamic range

Fm =  Max Hi, i in the upper half of the dynamic range.

An empirically determined factor ( (<=1.0) is used to attenuate the lower half of the range between the start of the histogram and the foreground mode. 


Thresholding is performed on this background attenuated image Iba using Discriminant Analysis method as suggested in [1]. Here the image pixels are divided into two classes 

1. Background Class with gray levels between 0 and t.

2. Object Class with gray levels between t+1 and G-1, on a gray scale of 0 to G-1.

The probability of occurrence of a particular gray level g is given by

pg = Hg/T where T = i=0 (G-1 Hi 

……………………(4)

 The optimum threshold is that value of t that maximizes the between-class- variance, 

(B2(g) = (1((o)2 + (1 ((1) 2
(0 = i=0(t pi
(1 = 1- (0
(T = i=0(G-1(i* pi)

(o = i=0(t(i* pi)

(1 = (T -(o




…………………….(5)
Using the threshold t we obtain a binary image IT with signature pixels made to 1.

III. Feature Extraction

We use a set of five features to uniquely characterize a candidate signature. These features are geometrical features based on the shape and dimensions of a signature image. The various shape features that we use are:

1. Baseline Slant Angle

Baseline is the imaginary line about which the signature is assumed to rest. The angle of inclination of this line to the horizontal is called the Slant Angle (. To determine the slant angle the ratio of the maximum horizontal projection to the width of the projection is maximized over a range of values of angle of rotation (. 

PH(i) = j=0(N-1 IT(i,j)

((() = H(()/W(() 
-(1<(<(2

H(() = Max PH(i)

W(() = number of non-zero elements in PH(i)   

   …………………..(6)

( is the value of ( at which ((() attains maximum. The ratio ((() is smaller at every angle other than the baseline slant angle. The thresholded image IT is rotated by this angle to obtain the slant normalized signature image IR. The rotated image IR contains a lot of blank spaces, which are removed using area close operation [5] that involves dilation followed by erosion.

2. Aspect Ratio

The aspect ratio (A) is the ratio of width to height of the signature. The bounding box coordinates of the signature are determined and the width (Dx) and height (Dy) are computed using these coordinates.

A = Dx/Dy 




   …………………..(7)

3. Normalized area of the signature

Normalized area (NA) is the ratio of the area occupied by signature pixels to the area of the bounding box. 

NA = (/(DxDy)
 


 ……………………(8)

where ( is the area of signature pixels.

4. Center of Gravity

The Center of Gravity is the 2-tuple (X,Y) given by,

X = j=0(N-1 PV(j)*j/(
Y = i=0(M-1 PH(i)*i/(  

           ……………………..(9)

where PV and PH are the vertical and horizontal projections respectively.

5. Slope of the line joining the Centers of Gravity of the two halves of signature image

We divide the signature image within its bounding box into left and right halves and separately determine the centers of gravity of the two halves. We have seen that the slope of the line joining the two centers can serve as an attractive feature to distinguish signatures.

IV. Verification

The above described features are extracted from a sample group of signature images of different persons. The values derived from each sample group are used in deriving a mean signature for each subject. The mean values and standard deviations of all the features are computed and used for final verification.

Let (i and (i denote the mean and standard deviation for the ith feature and Fi denote its value for the query image. The Euclidian distance ( in the feature space measures the proximity of a query signature image to the mean signature image of the claimed person. 

( = (1/n) i=1(n [(Fi - (i)/(i]2 

   …………………(10)

If this distance is below a certain threshold then the query signature is verified to be that of the claimed person otherwise it is detected as a forged one.

V. Implementation Details and Simulation Results

A database of about 130 signatures with 7 signatures per person was used for training. The signatures were scanned with a precision of 200 dpi. It was found experimentally that a value of 0.75 for ( gave good results. We used a threshold value of 1.5 for the distance (. The training images for a subject are shown in Fig.1. For a sample signature image shown in Fig. 2, the thresholded image is shown in Fig. 3. Fig.4 shows the baseline rotated image and the image obtained after elimination of spurious noise is shown in Fig. 5. Also a signature of the same subject signed by a different person, shown in Fig. 6, was detected as forged. The results of our simulation for forged and genuine signatures are as shown in the table below.

	Nature of Signature
	No. of Samples 
	False Acceptance Rate
	False Rejection Rate

	Original
	70
	--------
	8.57%

	Forged
	45
	13.33%
	--------


VI. Conclusions and Scope for Future Work

The algorithm uses simple geometric features to characterize signatures that effectively serve to distinguish signatures of different persons. The system is robust and can detect random, simple and semi-skilled forgeries but the performance deteriorates in case of skilled forgeries. A larger database can reduce false acceptances as well as false rejections. Using a higher dimensional feature space and also incorporating dynamic information gathered during the time of signature can also improve the performance. The concepts of Neural Networks as well as Wavelet transforms hold a lot of promise in building systems with high accuracy.
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Fig. 1
Training Images
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Fig. 2
Original Test Image



Fig. 3
Thresholded Image 
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 Fig. 4
 Baseline Rotated Image


      Fig. 5  Cleaned Image
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 Fig. 6
A Fake Signature detected as Forged
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