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ABSTRACT

A method for joint source/channel rate allocation for trans-
mission of JPEG2000 (J2K) codestreams over noisy chan-
nels is proposed. The rate allocation method uses the BER
statistics of different channel codes and the rate-distortion
characieristics of the source generated by the J2K encoder.
The features of the J2K codestream are utilized to form a
multi-layer codestream and unequal amount of protection is
applied to each layer. The proposed method is capable of
accomodating different channel coding strategies. Experi-
mental results indicate that the presented method compares
favorably with methods existing in the Jiterature.

1. INTRODUCTION

The new generation of wavelet-based image codecs, such as
SPIHT {1] and J2K [2], can deliver efficient compression.
However, their bitstreams are very sensitive to errors. Thus,
transmission of these bitstreams over noisy channels is chal-
lenging. In recent years, numerous works have focused
on protecting these bitstreams from the effects of channel
noise. These works can be classified into two general groups:
equal error protection (EEP) and unequal error protection
(UEP). In EEP, the entire bitstream receives the same amount
of protection. The UEP schemes, however, apply different
amounts of protection to different sections of the bitstream.
Since the above mentioned image codecs can generate pro-
gressive bitstreams, the importance of the bits at different
sections of the bitstream may not be equal. While an EEP
scheme assigns the same amount of protection to every bit
regardless of its importance, the UEP schemes are capable
of reducing the protection of less important sections of the
bitstream to provide stronger protection in more important
sections. Thus, it is possible to achieve better performance
with UEP than EEP.

In [3], rate-compatible punctured convolutional (RCPC)
codes [4] are used to protect SPIHT bitstreams over binary
symmetric channels (BSC). A channel code rate was care-
fully chesen for each channel such that it has an extremely
low probability of error after channel deceding. Then the
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entire SPIHT bitstream is equally protected with the se-
lected code. In [5], a UEP scheme for SPTHT that also uses
RCPC codes was proposed. An iterative method was used to
partition the bitstream into different sections, and to select a
channel code rate for each section. This scheme provided an
improvement around 0.3 dB over EEP. In 6], a UEP scheme
with stronger Turbo codes was proposed to protect ]2K bit-
streams and the Viterbi algorithm (VA) was used to achieve
optimum rate allocation.

In this paper, a method for joint source/channel rate allo-
cation for transmission of J2K codestreams over noisy chan-
nels is proposed. The source and channel coding rates are
jointly optimized to form a UEP J2K bitstream. By utilizing
the features of ]2K codestreams, a multi-layer source/channel
encoded bitstream is formed at the desired total bit rate. The
RCPC codes have been selected to illustrate the method pro-
posed here due to their efficiency and low complexity, How-
ever, other channel codes can be easily adopted as well. Ex-
perimental results indicate that the proposed scheme com-
pares favorably with others using RCPC channel codes.

The paper is organized as follows: In Section 2, a high
level description of J2K is presented. In Section 3, the pro-
posed rate allocation algorithm is developed. Section 4
presents experimental results and Section 5 provides con-
clusions.

2. OVERVIEW OF JPEG2000

JPEG2000 is the latest international standard for image com-
pression. Besides providing state-of-the-art compression
performance, it offers a number of functionalities that ad-
dress the requirements of emerging image applications. Some
basic concepts involved in the paper are briefly discussed in
this section. For further details, the reader is referred to {7].
In J2K, an input image is first divided into non-overlap-
ping rectangular tiles. If the image has multiple compo-
nents, the samples of each component that fall into a par-
ticular tile are referred to as a tile-component. Each tile-
component is then transformed using a wavelet transform
and the wavelet subbands are partitioned into several dif-
ferent geometric structures. The smallest of such structures
is a codebiock. Codeblocks are formed by partitioning the
wavelet subbands. The codeblocks of particular resolutions
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are grouped together to form precincts. Once the wavelet
subbands are quantized, each codeblock is compressed in-
dividually using a bitplane coder. The bitplane coder makes
three passes over each bitplane of a codeblock. These passes
are teferred to as coding passes. The compressed data from
each codeblock can be regarded as an embedded bitstream.
The J2K encoder computes and uses the rate-distortion in-
formation associated with each coding pass of every code-
block. The codestream is formed by including different
numbers of coding passes from each codeblock, depending
on a given criterion. Note that if a decoder detects an error
within a coding pass, it will discard the current and all future
coding passes belonging to that codeblock. In other words,
the decoder will decode up to the last coding pass prior to
the one that contains the error and stop decoding any further
coding passes belonging to this particular codeblock.

For the purpose of forming the codestream, compressed
data from each precinct are arranged to form packets. Each
packet contains a header and a body. The packet header
contains information about the contribution of each code-
block in the precinct to the packet. The body of the packet
contains coding passes of codeblocks in this precinct. One
packet from each precinct of each resoluticn of each tile-
component form a fayer. So conceptually, layer is a quality
increment for an entire tile. Packets that belong to a partic-
ular tile are grouped together to form a tile-stream, and tile-
streams are grouped together to form the J2K codestream.
Similar to packets, tile-streams are comprised of a header
and a body. There is also a main header at the beginning
of the codestream of each image. The header information
at various levels is crucial for correct decoding of the code-
stream.

J2K provides several error resilience tools to combat er-
ror propagation along the codestream and keep the synchro-
nization between the encoder and the decoder. J2K provides
a mechanism referred to as packed packet headers. Using
this mechanism, it is possible to extract the packet headers
from every packet, and store them within the main header.
This can provide significant advantages for error resilience
if the main header can be transmitted in an error-free fash-
ton. Experiments show that error resilience tools provided
within the standard can improve the performance, especially
when they are combined with other techniques such as for-
ward error coding (FEC).

3. ALGORITHM DESCRIPTION

The goal of joint source/channel optimization is to find a
rate allocation scheme V' to minimize the expected distor-
tion subject to a designated bit rate. From Section 2, in the
case of no channel noise, it is equivalent to minimizing the
distortions contributed from each codeblock while keeping

the sum of their bitstream lengths within the designated rate:

min Z D, s.t. E Ly < Ly {1)
b b

where D} and Ly are the distortion and bitstream length of
codeblock b respectively; L is the designated file size.

When taking the effects of channel coding and noise
into account, for each codeblock b, its expected distortion
becomes:

E[Dy(Vo)] = Dpo — E[ADy(V)] (2

where D, o is the initial distorticn, V3 is the rate alloca-
tion scheme for codeblock b. E[AD(V;)] is the expected
distortion reduction when rate allocation scheme 1 is em-
ployed, resulting in a length L (V;) codeblock bitstream.

With Eq. (2), in the case of a noisy channel, Eq. (1) can
be written as

min Y (Dpo — E[AD(V)]) st D Ly(Vs) < L
b b
or equivalently,

min Y —E[ADy(W)] st > Ly(V) < Lr
b b
@)
Adapting the results from [8], we can solve the uncon-
strained problem

min{» ~ —E[ADy(V»)] + A Y Ls(Vi)} ()
b b

by minimizing each term independently. Sweeping A over
the range of zero to infinity, sets of {V3} and {>°, Ls} can
be created. Ifa (3, Ls) happens to equal L, then a desired
solution has been found.

Minimizing each individual term in Eq. (4) corresponds
to an optimization task at the coding pass ievel. For a code-
block b, denote N, as the total number of coding passes it
has. For each coding pass ¢, there is an associated distor-
tion reduction Ad; with length ; bytes, where i € [1, N.].
Without any channel coding,

N, N
AD,,:ZAd,- L,,:Zz,.
i=1 i=1

From Eq. (4). it is desired to find a rate allocation scheme
V4 which can minimize:

~E[ADy(V3)] + ALp(Va) 6)

Denote r; as the channel coding rate for coding pass ¢
(0 <7 <1)and P(ry, ’;L) as the probability that there are
one or more uncorrected error in coding pass ¢ if channel
coding rate r; is employed. Finally, let N, be the num-
ber of coding passes included by V;. Since a J2K decoder
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can decede all correct coding passes prior to the one con-
taining the first bit error in a codeblock, the expected dis-
tortion reduction for N coding passes using channel code

rates 11,712, - ”'N; is
EjAd] =
g v
Z de (H[l _P(rkv })P(r.1+1’ -
=1 k=1 i+
de)(l'[ 1- rk, -
k=1

(6)

So with Eq. (6), given a A, Eq. (5) can be evaluated for
any rate allocation scheme Vy = (r1,72,...,75 ). Here, 1y
denotes the channel coding rates applied to cotfmg pass %,
N denotes the last coding pass included from codeblock &
(N < NJ). Itis wonh noting that the rate allocation must
jointly optimize N and the coding rates ry, 73, . TN
One possible way to find the optimal V) is by exhausnve
search. Suppose there are k channel coding rates available.
IfN.(0< ,N; < N,) coding passes are included, there are

at most k™= possible coding rate combinations, each form-
ing a permissible code-rate vector. So for an N.-coding-
pass codeblock b, there are at most Eﬁ; 1 k™M permissible
code-rate vectors constituting its searchcspace.

Generally, without imposing any constraint, this space
is too large to search. Due to the fact that the significance of
the bits from a codeblock reduce along the bitstream, in {5],
it has been discovered that the optimal protection level re-
duces along the bitstream. Thatis, r; <7131 (1 <i < N, o).
Also from the results in |5, 6], at most k < 3 protection lev-
els are enough for binary symmeiric channels (BSC) with
error probabilities ¢ < 107!, With these two conditions,
the above search space is tremendously reduced, allowing a
simple search scheme.

Based upon the above discussion, the proposed rate allo-
cation method can be divided into two levels. At the lower
level, it deals with coding passes within each codeblock.
Givena A > 0, by searching the permissible code-rate vec-
tor space using Eq. (5) and Eq. {6), an optimal code-rate
vector is found yielding a length L, for each cedeblock b.
At the higher level, it sweeps A in a reasonable range, col-
lecting all Ly(X)s and summing them up. When the sum is
equal to a desired file length, then the corresponding opti-
mal rate allocation scheme is found.

4. EXPERIMENTAL RESULTS

For the results presented in this section, we choose the bi-
nary symmeiri¢ channel (BSC) with ¢ = 10~2 as our ex-
perimental channel, As mentioned earlier, we use RCPC

as our channel code. Thus, our channel encoder/decoder
structure is the same as the one used in [3]. In our experi-
ments, we have found that the rate % RCPC code is strong
enough fo yield an extremely small probability of error at
the decoder for this channel, and we have selected RCPC
code rates (9, z 3) from [4] to be used in our experiments.
We also allow the case of no channel coding. Thus, we
have snmu]ated the error rate statistics for 4 code rates of
{1,%,%,2) and tabulated them for further computations.

In our expenments usmg the proposed rate allocation
method, the rate — and & 3 codes were always preferred over
the other two codes In other words, a certain number of
coding passes of each codeblock were selected to be pro-
tected using the rate £ code, and other coding passes were
selected to be protected by the rate 3 2 code.

This situation can be easily addressed using the layer
functionality offered by J2K. By providing the J2K encoder
with the numbers of coding passes of each codeblock in
each layer, a 2-layer bitstream can be generated. As dis-
cussed in section 2, packed packet headers can be used to
store the packet headers within the main header which is
then strongly protected using the rate % code,

The proposed rate allocation method is always able to
achieve a bit rate that is very close to the target rate in our
simulations. It is possible to achieve the target rate exactly
by some simple adjustments. If the target rate is above
the achieved rate, it is possible to protect more of the bit-
stream with the stronger code. If the target rate is below
the achieved rate, a small number of less significant coding
passes can be dropped.

The Lenna and Barbara (512x512) images were used
as our test images. Simulations were done at total bitrates
of 0.10, 0.25, 0.50, 0.75, 1.00 (bpp) with 1000 trials for
each case. Our results were compared with the EEP SPIHT
scheme [3] and the EEP J2K scheme using the same channel
codes. These results are presented in Tables 1 and 2.

It should be noted that the average noisy PSNRs ob-
tained using both the EEP SPIHT and the EEP J2K schemes
are very close to those of the noise-free cases. This is due
to the strong protection provided by the channel code used
in these cases. The source coding efficiency of these coders
are comparable for the Lenna image. For the Barbara image,
the J2K encoder performs significantly better with increas-
ing rate. The proposed UEP method provides an average
PSNR improvement of 0.26 and 0.47 dB for the Lenna and
Barbara images, respectively. These results are similar to
those obtained in [5] where the authors mention that their
UEP scheme provided an average PSNR improvement of
0.3 dB on the Lenna image compared to the EEP scheme. It
should be noted however that the UEP gain can be as large
as 0.72 dB in some cases. This gain is usually smaller at
low rates and increases with rate. This is expected, since
at lower rates the range of the rate-distortion slopes of the
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coding passes that are included in the bitstream is smaller
compared to the higher rates. Thus, the EEP scheme does
not yield a large over-protected section that can be exploited
using UEP.

The results in Tables 1 and 2 also include the percentage
of simulation cases where the PSNR achieved by the UEP
J2K is greater than those of SPIHT EEP and J2K EEP. It can
be observed that, even when the average PSNRs of UEP and
EEP schemes are close, the UEP scheme provides results
with larger PSNR values in most cases.

" 5. CONCLUSIONS

In this paper, a joint source/channel rate allocation method
that provides unequal error protection for J2K encoded bit-
streams is proposed. By optimizing the rate allocation using
the bit error rate statistics of the channel codes and the rate-
distortion information provided by the encoder, the overall
performance of the system is improved. The method is ap-
plicable when different types of channel codes are used.
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Bit Rate (bpp) 0.1 025 | 050 [ 0.75 1.00
2,52 I: 1: I: I: L:
rates bitstream 1.33: | 894: | 13.88: | 19.90: | 23.22:
length ratio 4.17 4.24 5.46 4.03 8
UEP J2K
source rate / 007/ | 0.18/ | 0.37/ | 0.55/ | 0.74/
noise-free PSNR | 28.45 | 32.37 | 35.70 | 37.53 | 38.84
EEP SPIHT
Source Rate / 0.06/ | 0.15/ | 0.30/ | 0.45/ | 0.80/
Av. noisy PSNR | 28.21 | 31.92 | 3500 | 36.79 | 3807
EEP J2K
Source Rate / 0.06/ | 0.15/ [ 030/ | 045/ | 060/
Av. noisy PSNR | 27.93 | 31.75 | 34.92 | 36.78 | 38.06
UEP J2K
Av. noisy PSNR | 27.87 | 32.00 | 3532 | 37.17 | 38.39
Percentage
PSNR(UEPJ2K) | 46.80 | 80.40 | 94.20 | 94.10 | 94.00
>PSNR{SPIHT)
Percentage
PSNR(UEF J2ZK} | 58.80 | 89.00 | 94.50 | 94.40 { 94.10
>PSNR(EEP J2K)
Table 1. Lenna 512 x 512
Bit Rate (bpp) 01 | 025 | 050 | 0.75 ] 1.00
IR I: 1: I: I: 1;
rates bitstream 3.33: | 838 ) 11.52: | 25. | 27.79:
length ratio 4.17 | 5.86 4.45 3.79 4.10
UEP J2K
source rate / 0.08/ | 0.19/ | 0.37/ | 0.55/ | 0.73
noise-free PSNR | 23.93 | 26.75 | 30.17 | 32.66 | 34.52
EEP SPIHT
Source Rate / 0.08/ 1 0.15/ { 0.30/ | 045/ | 060/
Av. noisy PSNR | 23.28 | 25,68 | 28,57 | 30.77 | 32.57
EEP J2K
Source Rate / 0.06/ ; 0.15/ 7 030/ | 0.45 | 0.80/
Av. noisy PSNR 23.38 | 26.04 { 29.29 | 31.57 | 33.39
UEP J2K
Av. noisy PSNR | 23.38 | 26.45 | 20.84 | 32.25 | 34.11
Percentage
PSNR(UEP J2K) 70.20 | 98.10 | 97.70 | 96.60 | 95.70
>PSNR(SPIHT)
Percentage
PSNR(UEP J2K} | 66.10 | 94.10 | 95.30 | 94.70 ] 93.90
>PSNR(EEP J2K)

Table 2. Barbara 512 x 512
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